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EFFICIENT WRITE CACHE STAGING OF
MULTI-CHANNEL STREAM APPENDICES

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is a continuation of U.S.
patent application Ser. No. 16/107,863, issued as U.S. Pat.
No. , filed on Aug. 21, 2018 and entitled “Efficient
Write Cache Staging of Multi-Channel Stream Appendices,”
which is hereby incorporated by reference for all that it
discloses or teaches.

BACKGROUND

[0002] In some applications, storage devices receive and
store multi-channel data streams that include sequentially
intermixed packets of data of different data channels. For
example, a digital video recorder (DVR) may be pro-
grammed to receive a data stream that includes packets of
data for multiple different channels (e.g., TV channels). In
hard drive devices with moving parts, performance may be
negatively impacted when intermixed channel segments of a
multi-channel data stream are written according to a sequen-
tial order of receipt, as this may entail excessive seeks of an
actuator arm to disparate storage media locations associated
with different data channels. In these devices, write through-
put may be improved by re-ordering writes to increase the
time that the actuator arm spends writing to sequential
physical data blocks. However, re-ordering writes poses a
burden on caching resources.

BRIEF DESCRIPTIONS OF THE DRAWINGS

[0003] FIG. 1 illustrates an example storage system that
implements efficient cache staging techniques to increase
write throughput when recording data received as part of a
multi-channe] data stream.

[0004] FIG. 2A illustrates a storage device receiving and
recording initial data segments of a multi-channel stream as
part of an example process for efficient write cache staging.
[0005] FIG. 2B illustrates the storage device of FIG. 2A
performing a data recordation operation during the example
process for efficient write cache staging.

[0006] FIG. 2C illustrates the storage device of FIG.
2A-2B performing another data recordation operation dur-
ing the example process for efficient write cache staging.
[0007] FIG. 2D illustrates the storage device of FIG.
2A-2C performing yet another data recordation operation
during the example process for efficient write cache staging.
[0008] FIG. 2E illustrates the storage device of FIG.
2A-2D performing still another data recordation operation
during the example process for efficient write cache staging.
[0009] FIG. 2F illustrates the storage device of FIG.
2A-2E performing still another data recordation operation
during the example process for efficient write cache staging.
[0010] FIG. 3 illustrates example caching operations for
increasing write throughput when recording data received as
part of a multi-channel data stream.

SUMMARY

[0011] A method of efficient cache staging for recording
data received as part of a multi-channel data stream includes
writing a first subset of initially-received channel segments
of a multi-channel stream to corresponding main store
locations instead of a write cache while writing a second

Aug. 13,2020

subset of initially-received channel segments of the multi-
channel stream to a write cache instead of corresponding
main store locations. The method further provides for writ-
ing continuation segments associated with the first and
second subsets of the initially-received channel segments to
the write cache and flushing a collection of same-channel
segments out of the write cache responsive to a determina-
tion that the same-channel segments satisfy a coalescence
condition.

[0012] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter. These and various
other features and advantages will be apparent from a
reading of the following Detailed Description.

DETAILED DESCRIPTION

[0013] FIG. 1 illustrates an example storage system 100
that implements efficient cache staging methodology to
increase write throughput when recording data received as
part of a multi-channel data stream 114. The storage system
100 includes a storage device 102 including a storage
medium 108 and a storage controller 106. During recording
operation, the storage device 102 receives the multi-channel
data stream 114 from a host system. In one implementation,
the host system is a broadcast provider such as a satellite,
cable TV, or other broadcast provider that transmits multiple
different data channels (e.g., of digital media) in the multi-
channel data stream 114. As used herein, a “channel” refers
to an individual stream of data which may be included
within a multi-channel data stream. In the case of digital
content channels, a continuous portion of an individual
channel can be viewed and/or listened to when the channel
data is read back from the storage medium 108 according to
a defined order (e.g., a sequential order of receipt). A digital
content item is, for example, a data stream including video
and/or audio data, such as a movie, TV show, commercial,
audio clip, etc.

[0014] In the following disclosure, two channel segments
of a same channel are referred to as “continuous channel
segments” if one of the channel segments appends to data of
the other channel segment (e.g., the two segments are
intended to be read and/or played consecutively when data
is played back from the storage medium 108). In the event
where the channel segments include video data, data span-
ning two continuous channel segments can be played back
to view a continuous video segment of a digital content item.
Similarly, a first channel segment is said to be a “continu-
ation” or an “appendix” of a second channel segment, such
as a previously-received and/or recorded channel segment, if
the second channel segment appends the data of the first
channel segment, such as when the two channel segments
include data of a same channel and/or a same digital content
item and are intended to be read and played consecutively.
[0015] In one implementation, the multi-channel data
stream 114 includes data of multiple broadcast channels,
such as different television channels or different recorded
streams of security footage from different security cameras.
For example, the storage device 102 may be included within
a digital video recorder (DVR) or set-top box designed to
record live broadcasts of multiple channels and/or save
on-demand content for subsequent viewing by a user.
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[0016] Although other implementations are contemplated,
the storage medium 108 is, in FIG. 1, a magnetic storage
disk on which data bits can be recorded using a magnetic
write pole and from which data bits can be read using a
magnetoresistive element (not shown). The storage medium
108 rotates about a spindle center or a disc axis of rotation
112 during rotation and includes an inner diameter and an
outer diameter between which are a number of concentric
data tracks. Information may be written to and read from
data bit locations in the data tracks using read/write element
(s) on a transducer head assembly 120, which is further
mounted on an actuator assembly 104 at an end distal to an
actuator axis of rotation 115. The transducer head assembly
120 flies in close proximity to the surface of the storage
medium 108 while the storage medium 108 rotates about the
axis of rotation 112. When reading data from or writing data
to various locations on the storage medium 108, the actuator
assembly 104 rotates about the actuator axis of rotation 115
to position the transducer head assembly 120 over a target
data track.

[0017] The controller 106 of the storage device 102
includes software and/or hardware for implementing data
access commands (e.g., read and write commands) to tar-
geted locations on the storage medium 108. To facilitate
execution of such commands, the controller 106 manages a
mapping of host logical block addresses (LBAs) to corre-
sponding physical data blocks on the storage medium 108.
The range of physical data blocks included within the LBA
mapping scheme is referred to herein as a “main store.” For
example, FIG. 1 illustrates a portion of main store 110.

[0018] In one implementation, continuous channel seg-
ments within each individual channel of the multi-channel
data stream 114 are associated with consecutively-accessible
LBAs (e.g., consecutive LBAs mapped to consecutive
physical data blocks). For example, continuous segments of
a first channel are associated with LBAs 1010, 1020, 1030,
continuous segments of a second channel are associated with
LBAs 2010, 2020, 2030; continuous segments of a third
channel are associated with LBAs 3010, 3020, 3030; and
continuous segments of a fourth channel are associated with
LBAs 4010, 4020, and 4030.

[0019] In these cases where the LBA numbering is con-
secutive across continuous segments of individual channels,
the segments arriving within the multi-channel data stream
114 may be of non-sequential LBA order. For example, the
multi-channel data stream 114 includes intermixed channel
segments of data from four different channels—CH1, CH2,
CH3, and CH4. If these channels are individually assigned
to the above-described exemplary sequential LBA ranges,
the storage device 102 receives the stream data according to
a non-consecutive LBA order: 1010, 2010, 3010, 4010,
1020, 2020, 3020, 4020, 1030, 2030, 3030, 4030. In systems
where consecutive LBAs are mapped to consecutive physi-
cal data blocks, it is inefficient to write a non-sequential
LBA stream such as this according to the order of data
receipt because this causes the storage device 100 to perform
a large number of radial seeks moving the actuator arm 109
to the various storage locations corresponding to the start
LBA of each channel segment. This provides an incentive to
increase the length of each LBA-consecutive write during
recordation of the incoming multi-channel data stream 114.
For example, greater write throughput can be realized when
sequentially-received LBAs 1010, 2010,1020 are temporally
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cached in memory, re-arranged, and written according to the
LBA-consecutive order 1010, 1020, and 2010.

[0020] By rearranging and coalescing same-channel seg-
ments (also referred to herein as “stream appendices™) in the
above-described manner, LBAs located physically one
another can be written sequentially to yield a corresponding
decrease in the total time that the actuator arm 109 spends
seeking to the LBA location of each different channel
segment.

[0021] The above-described performance benefits are, in
many cases, dependent upon the existence of a write cache
of sufficient size to accommodate staging and coalescing of
data from each different channel within the multi-channel
data stream 114. The herein disclosed technology provides
write cache staging techniques that permit for the use of a
smaller write cache to support the staging and coalescing of
an increased number of data channels.

[0022] For purposes of this disclosure, it is assumed that
the controller 106 includes a mechanism for identifying
which channels the individual data packets within the multi-
channel data stream 114 correspond to. It can be appreciated
that channel identifiers for the different incoming data
packets can be determined in several different ways. In one
implementation, each different channel is pre-associated
with a defined LBA range and the channel ID for a data
segment can be determined based on the host-specified LBA
associated with the data segment. In another implementa-
tion, a channel ID for each channel segment can be deter-
mined based on the size of the associated segment, such as
in implementations where the different data packet sizes are
used in association with each channel. In the same or another
implementation, the channel segments are received accord-
ing to an expected order. In the example of FIG. 1, the data
segments in the multi-channel data stream 114 are arranged
according to a repeated sequence (e.g., CH1, CH2, CH3,
CH4, CH1, CH2, CH3, CH4, and so on) but may, in other
implementations, be received according to a different order.
In still other implementations, the data segments within the
multi-channel data stream 114 include header information
indicating a channel identifier for each data packet.

[0023] In the examples used herein, lower-case alphabeti-
cal letters (a, b, ¢, d, etc.) are used to denote a sequential
index of each individual segment within an associated
channel stream. For example, CH1(a) represents an initially-
received segment of channel 1, while CH1(b) represents a
continuation segment that appends directly to CH1(a).
Although not shown in FIG. 1, this notation may be con-
tinued such that CH1(c) denotes a continuation segment of
CHI1(b), CH1(d) denotes a continuation segment of CH1(c),
and so on.

[0024] A first-received data segment associated with each
data channel is referred to herein as the “initially-received
channel segment.” In FIG. 1, the data segments CH1(a),
CH2(a), CH3(a), and CH4(a) represent initially-received
channel segments for each of the associated data channels
1-4. As used herein, the term “initially-received channel
segment” may be used to refer to either an actual first-
received data segment for a particular channel or, alterna-
tively, to a first-received segment for the associated channel
that occurs after a defined event such as a temporary lapse
in broadcast and/or receipt of the multi-channel data stream
114.

[0025] As each data segment of the multi-channel data
stream 114 arrives at the storage device 102, the data
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segment is placed into a volatile memory buffer (not shown).
A cache management tool 118 of the controller 106 dynami-
cally selects initial non-volatile storage locations for each
channel segment according to the order that the channel
segments are received within the multi-channel data stream
114.

[0026] Inone implementation, the cache management tool
118 determines a channel ID associated with each received
channel segment and also determines whether that segment
is an initially-received segment for the associated channel
ID. The cache management tool 118 selects a storage
location for each initially-received channel segment (e.g.,
CH1(a), CH2(a), CH3(a) or CH4(a) based on the channel
1D associated with each channel segment. If the associated
channel ID identifies a channel included within a first
predetermined subset of data channels, the data segment is
initially written to a storage location in the main store 110
without first being recorded in a write cache 122. If, in
contrast, the associated channel ID identifies a channel
included within a second predetermined subset of data
channels, the data segment is written to a storage location in
the write cache 122 rather than to the main store 110. In
various implementations, the write cache 122 may be either
volatile (e.g., RAM, S-RAM, DRAM, etc.) or non-volatile
(e.g., Flash memory, EPROM, F-RAM, M-RAM, disk
memory, etc.)

[0027] The above-described selective placement of the
initially-received channel segments in either the write cache
122 or the main store 110 effectively sets-up a time-stag-
gered channel staging and segment coalescence process, the
benefits of which are described further below.

[0028] In one example of the above-described process,
approximately half of the initially-received data segments
are directed to the main store 110 while the other half are
directed to the write cache 122. For example, the cache
management tool 118 identifies CH1(a), CH2(a), CH3(a),
and CH4(a) as initially-received channel segments of the
associated channels (1-4). The cache management tool 118
determines that CH2 and CH4 are associated with a first
subset of channels and, based on this determination, writes
the segments CH2(a) and CH4(a) directly to the main store
110. Further, the cache management tool 118 determines that
CH1 and CH3 are associated with a second subset of
channels and, based on this determination, writes the seg-
ments CH1(a) and CH3(a) to the write cache 122 rather than
the main store 110. After the first four data segments of the
multi-channel data stream 114 are written, CH2(a) and
CH4(a) reside in the main store 110 while the segments
CH1(a) and CH3(a) reside in the write cache 122.

[0029] In other implementations, the proportion of ini-
tially-received channel segments initially written to the main
store 110 instead of the write cache 122 may be greater or
fewer than half.

[0030] After the cache management tool 118 writes the
initially-received segment of each data channel (e.g., CH1
(a), CH2(a), CH3(a), and CH4(a)) to either the non-volatile
cache 122 or to a corresponding location in the main store
110, the storage device 102 begins to receive continuation
segments for each of the channels. Based on an identified
channel ID and/or write history information, the cache
management tool 118 identifies each of these subsequently-
received segments as being a continuation segment that
appends to an already-recorded channel segment. The cache
management tool 118 writes each of the continuation seg-
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ments in the multi-channel data stream 114 to the write
cache 122. For example, the cache management tool 118
recognizes each of the segments CH1(b), CH2(b), CH3(b)
and CH4(b) as being a continuation segment of an associ-
ated one of the initially-received segments CH1(a), CH2(a),
CH3(a), CH4(a) and writes each of these continuation
segments, in turn, to the write cache 122 (as shown).
[0031] As data begins to accumulate in the write cache
122, the cache management tool 118 monitors cache con-
tents to identify whether same-channel data (for any chan-
nel) residing in the write cache 122 satisfies a coalescence
condition. In one implementation, the coalescence condition
is satisfied when there exists a threshold number of same-
channel segments residing in the non-volatile wrote cache
122. For example, channel 2 satisfies the coalescence con-
dition when there exist a threshold number of continuous
channel 2 segments (e.g., CH1(a), CH1(b) residing in the
write cache 122. In another implementation, the coalescence
condition is satisfied when a total amount of data residing in
the cache exceeds a threshold.

[0032] Responsive to a determination that the coalescence
condition is satisfied, the cache management tool 118
coalesces same-channel segments of a select channel into a
single LBA-consecutive data segment and flushes this
coalesced same-channel data segment out of the write cache
122 and to corresponding LBA locations in the main store
110, freeing up space within the write cache 122 for new
incoming data. The “select channel” that is coalescence and
flushed from the write cache 122 depends on the defined
coalescence threshold. If, for example, the coalescence
threshold is satisfied when same-channel segments collec-
tively satisfy a threshold data quantity (or segment number),
the select channel is the channel that has same-channel
segments independently satisfying the coalescence condi-
tion. If, alternatively, the coalescence condition is defined as
being satisfied when a total amount of data (of all channels)
residing the cache exceeds a threshold, the select channel
may be the channel having the largest amount of continuous
channel data in the write cache 122.

[0033] Inone implementation where the order of expected
future segment arrival is known (e.g., CH1, CH2, CH3,
CH4, CH1, CH2, CH3" rather than a random order), the
select channel that is coalesced and flushed is the channel
having an amount of channel data satisfying a threshold that
is also expected to be next appended to at a time that is
furthest in the future. If, for example, segments are received
in the order CH 1, CH2, CH3, CH4, CH5, CH6, CH7, CHS8
and three of these channels have a threshold number of
continuous channel segments in the write cache 122, the
cache management tool 118 selects the channel that is
expected to next update at a time furthest in the future. Data
of this select channel is coalesced and flushed to the main
store 110, thus ensuring that the freed space in the cache
remains available for a longest possible amount of time.
[0034] In some implementations, satisfaction of the
coalescence condition triggers a coalescence and flush of
same-channel segments of multiple different channels. If, for
example, current available cache capacity decreases below a
set threshold, two or more channels having the largest
quantity of continuous channel data may be selected, inde-
pendently coalesced, and flushed from the write cache 122.
[0035] In one implementation, segments of coalesced
same-channel data are written to the main store 110 in an
LBA consecutive order. Consequently, the associated same-
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channel data can be read back continuously, such as to
enable an ordered playback of single-channel data without
performing any radial seeks of the actuator arm 109 except
to enable normal switches between adjacent data tracks.
[0036] The write cache 122 of FIG. 1 is shown storing six
different data segments (CH1(a), CH1(b), CH2(b), CH3(a),
CH3(b), CH(2)()). This is intended to convey that these
segments are—in this example—each initially written to the
write cache 122 rather than their associated LBA locations
in the main store 110. Notably, these segments are not
necessarily stored simultaneously in the write cache 122. If,
for example, the coalescence condition is satisfied when
there exist two continuous channel segments in the write
cache 122, the write cache 122 may not store all six of these
segments at once. Rather, CH1(a) and CH1(d) may be
coalesced and flushed out of the cache before CH2(b),
CH3(b) or CH4(b) are received and/or written to the write
cache 122. Thus, in this specific example with four data
channels and a coalescence condition satisfied by two con-
tinuous channel segments, the write cache 122 may store no
more than four channel segments at any given time. In other
examples where the coalescence conditions provide higher
thresholds (e.g., 3, 4, 5, 6, etc. continuous channel segments)
and/or greater numbers of channels included within the
multi-channel stream, the write cache may store greater than
four channel segments at once.

[0037] Since some of the initially-received channel seg-
ments were placed in the main store 110 instead of the write
cache 122 (e.g., segments CH2(a) and Ch4(a) were written
directly to the main store 110), the above-described same-
channel segment coalescence is effectively staggered for
different data channels. That is, the coalescence condition is
satisfied sooner for the data channels having initial data
segments that were placed in the write cache 122 (e.g., CH1,
CH3) than for the data channels having initial data segments
written directly to the main store 110 (e.g., CH2, CH4).
[0038] For example, in FIG. 1, two channel 1 segments
(CH1(a) and CH1(b)) are written to the write cache 122
before any CH2 segments (e.g., because the initially-re-
ceived CH2 segment (CH2(a)) is written to the main store
110 instead). In the above example where the coalescence
condition is satisfied by two continuous same-channel seg-
ments in the write cache 122, the first two CH1 segments can
therefore be coalesced and flushed from the write cache
before the first channel segment of CH2 is placed in the
cache. Likewise, if the coalescence condition is satisfied
when there exist three continuous channel segments in the
write cache 122 three CH1 segments may be received and
coalesced before the second CH2 segment is initially placed
in the write cache 122. No matter what coalescence condi-
tion is utilized, this channel-staggered caching methodology
can be supported by a write cache with a smaller total
storage capacity than a write cache needed to support a
similar same-channel coalescence methodology that does
not stagger the initial placement of data from different
channels in the write cache.

[0039] As mentioned above, the storage controller 105
may flush same-channel segments from the write cache 122
when a threshold number of simultaneously-cached same-
channel segments satisfies a coalescence condition In one
implementation, the write cache 122 has a size that is
insufficient to simultaneously store this threshold number of
data segments (e.g., the number sufficient to satisfy the
coalescence condition) for all of the channels in the multi-
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channel stream 114. If, for example, the coalescence con-
dition is two and there exist four data channels within the
multi-channel stream (as in the illustrated example), the
write cache 122 may be sized to store fewer than eight (e.g.,
two times four channels) of the data segments at once.
[0040] In general, performance of the storage device 102
increases in proportion to the average size of each write to
the main store 110. When larger chunks of data are coalesced
within the write cache 122 prior to flushing, greater
increases in performance are observed.

[0041] In an implementation with equal-sized channel
segments that does not employ the herein-described “stag-
gering” of cache writes on the initial pass, an average write
size of two segments is generally observed when the write
cache 122 is sized to N channel segments, where N is the
number of channels in the multi-channel data stream 114. In
contrast, the same or similar average write size can be
achieved using a much smaller write cache using the dis-
closed write cache staggering methodology (e.g., with stag-
gering on the initial pass).

[0042] Depending on the coalescence condition and select
size of the write cache 122, the disclosed caching techniques
may lead to variable improvements in device performance.
In one example system implementing the above-disclosed
caching methodology, an average write size of two channel
segments is observed when the write cache 122 is sized to
hold a maximum of N/2 segments of equal size, where N
represents the number of channels in the multi-channel data
stream 114. In still another example system implementing
the above-disclosed caching methodology, an average write
size of three channel segments is observed when the write
cache 122 is sized to hold a maximum of N segments of
equal size. In yet still another example system implementing
the above-disclosed caching methodology, an average write
size of 2*m is observed for a write cache 122 sized to hold
m*N channel segments.

[0043] Notably, the controller 106 may include software
or a combination of software and hardware and may be
implemented in any tangible computer-readable storage
media within or communicatively coupled to the storage
device 100. The term “tangible computer-readable storage
media” includes, but is not limited to, RAM, ROM,
EEPROM, flash memory or other memory technology,
CDROM, digital versatile disks (DVD) or other optical disk
storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or any other
tangible medium which can be used to store the desired
information, and which can be accessed by mobile device or
computer. In contrast to tangible computer-readable storage
media, intangible computer-readable communication signals
may embody computer readable instructions, data struc-
tures, program modules or other data resident in a modulated
data signal, such as a carrier wave or other signal transport
mechanism. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal.

[0044] FIG. 2A-2F illustrate a storage device 200 execut-
ing various steps of a time-staggered caching and data
coalescence process that increases write throughput when
recording data received as part of a multi-channel data
stream 202. In the examples illustrated by these figures, the
multi-channel] data stream 202 is shown to include inter-
mixed segments of channel data associated with four dif-
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ferent channels. Notably, four channels are shown for con-
ceptual illustration and simplicity. The multi-channel data
stream 202 may, in other implementations, include fewer
than or greater than four channels.

[0045] FIG. 2A illustrates a storage device 200 during a
phase in which the storage device 200 receives and stores an
initial data segment for each data channel included in the
multi-channel stream 202. As data packets of the multi-
channel data stream 202 are received at the storage device
200, they are placed into a volatile memory buffer 216. A
controller (not shown) of the storage device copies each of
the segments—according to a sequential order of receipt—to
a non-volatile storage location that is either within a main
store 210 of the storage device 200 or within a write cache
208 of the storage device 200. In one implementation, the
write cache 208 is a non-volatile memory cache separate
from one or more storage media including the main store
210. For example, the main store 210 may be distributed
across one or more magnetic disks and the write cache 208
may be located in DRAM or Flash memory.

[0046] As each channel segment (CH1(a), CH2(a), etc.) is
received at the storage device 200, the controller of the
storage device determines a channel ID associated with the
data segment and further identifies whether or not the
segment is an initially-received segment for the associated
channel. In the illustrated implementation, CH1(a), CH2(a),
CH3(a), and CH4(a) each represent an initially-received
data segments for corresponding channels 1, 2, 4, and 4,
respectively.

[0047] Responsive to identification of a channel segment
as being an initially-received segment for an associated data
channel, the controller further determines whether the data
segment is associated with a data channel belonging to a
pre-identified subset of channels. If the data segment is
identified as belonging to the pre-identified subset of chan-
nels, the controller initially writes the data segment to a
corresponding location in the main store 210. If, in contrast,
the data segment is not identified as belonging to the
pre-identified subset of channels, the controller initially
writes the data segment to the write cache 122, effectively
postponing an initial write of the data segment to the main
store 210.

[0048] In the illustrated example, channels 2 and 4 are
included in the pre-identified subset of channels, while
channels 1 and 3 are excluded from this pre-identified
subset. Consequently, the controller writes the initially-
received segments CH2(a) and CH4(a) to corresponding
locations in the main store 210 (e.g., to locations statically
or dynamically mapped to host-assigned LBAs the control-
ler). The initially-received segments CH1(a) and CH3(a)
are, in contrast, initially written to the write cache 208 in licu
of the main store 210.

[0049] FIG. 2B illustrates the storage device 200 during a
data recordation operation performed following the opera-
tions shown and described with respect to FIG. 2A. Here, the
storage device determines an initial non-volatile storage
location for a first continuation segment (CH1(5)) received
for channel 1 that is part of the multi-channel data stream
202. In one implementation, the segment CH1(5) includes
data that logically appends to data of the initially-received
channel segment for channel 1 (e.g., CH1(a)). The controller
of the storage device 200 recognizes the segment CH1(b) as
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being a continuation segment and, based on this determina-
tion, records the segment CH1(d) within the write cache
208.

[0050] Following the write of the segment CH1(5) to the
write cache 208, the controller assesses the contents of the
write cache 208 and determines whether same-channel data
residing in the write cache 208 satisfies a coalescence
condition. In different implementations, the coalescence
condition may be satisfied by different criteria. In one
implementation, the coalescence condition is satisfied when
there exist a predetermined number of channel segments for
any individual channel simultaneously residing in the write
cache 208. In another implementation, the coalescence con-
dition is satisfied when there exists a predetermined quantity
of data of any one channel simultaneously residing in the
write cache 208 irrespective of the number of individual data
segments such data corresponds to. In yet another imple-
mentation, the coalescence condition is satisfied by impend-
ing overflow of write cache capacity. For example, a largest
continuous channel set may be flushed from the write cache
208 when a total amount of cached data exceeds a threshold.
If there exist multiple channel sets of equal size, the channel
set selectively flushed may, in some implementations, be the
channel set for the next segment is expected to arrive the
furthest in the future.

[0051] In the example illustrated in FIGS. 2A-2F, the
coalescence threshold is two; however, the coalescence
threshold may take on different values greater than two in
different implementations. Further, the example of FIGS.
2A-2F implements an identical coalescence threshold for
each of the different channels. Notably, however, some
implementations of the disclosed technology may imple-
ment different coalescence thresholds for different channels.
[0052] This may be the case when, for example, data
packets of different channels are of unequal size.

[0053] Following the placement of the segment CH1(5) in
the write cache 208, there exist two continuous CH1 seg-
ments in the write cache 208. In this example, the exemplary
coalescence threshold of two segments is now satisfied.
Consequently, the same-channel continuation segments
(CH1(a) and CH1(4)) are flushed out of the write cache 208
and written to corresponding LBA locations in the main
store 210. In one implementation, the flushing of the same-
channel continuation segments is performed by executing a
single continuous write operation that writes the associated
data according to physical data blocks according to a con-
secutive LBA order. For example, the data segments CH1(a)
and CHI1(b) are written to the main store 210 in a write
operation that is performed without any radial seeks of an
actuator arm except to enable normal switches between
adjacent data tracks.

[0054] Following the flush of the continuation segments
CH1(a) and CH1(b) to the main store 210, the channel
segment CH3(a) is the sole channel segment residing in the
write cache 208 that has not yet been copied to its corre-
sponding L.BA location in the main store 210.

[0055] FIG. 2C illustrates the storage device 200 during
data recordation operations performed following the opera-
tions shown and described with respect to FIG. 2B. Here, the
storage device determines initial non-volatile storage loca-
tions for the next three sequentially-received channel seg-
ments (CH2(b), CH3(b), CH4(b) that are included within the
multi-channel data stream 202 and pending in the volatile
memory buffer 216. Responsive to a determination that these
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segments are continuation segments (as opposed to initially-
received channel segments), the controller selectively writes
each of these segments to the write cache 208 in the order
that the segments are received as part of the multi-channel
data stream 202 (e.g., the order CH2(b), CH3(b), and
CH4(d)).

[0056] Following the write of the segment CH3(5) to the
write cache 208, the controller determines that the number
of LBA-continuous CH3 segments residing in the write
cache 208 satisfies the coalescence threshold. Consequently,
the same-channel continuation segments (CH3(a) and CH3
(b)) are flushed out of the write cache 208 and written to
corresponding LBA locations in the main store 210. The
other two newly-written segments (Ch2(b) and CH4(b))
remain within the write cache 208.

[0057] FIG. 2D illustrates the storage device 200 during
data recordation operations performed following the opera-
tions shown and described with respect to FIG. 2C. Here, the
storage device determines initial non-volatile storage loca-
tions for the next two sequentially-received channel seg-
ments (CH1(c¢) and CH2 (c)) that are included within the
multi-channel data stream 202 and pending in the volatile
memory buffer 216. Responsive to a determination that these
segments are continuation segments that append data to
earlier-written channel segments, the controller selectively
writes each of these segments to the write cache 208.
[0058] Following the write of the segment CH2(c) to the
write cache 208, the controller determines that a current
number of continuous CH2 segments residing in the write
cache 208 satisfies the coalescence threshold. Consequently,
these same-channel continuation segments (CH2(b) and
CH2(c)) are flushed out of the write cache 208 and written
to corresponding LBA locations in the main store 210,
freeing up addition space in the write cache 208. Following
this flush, the segments CH1(¢) and CH4(b) remain in the
write cache but have not yet been copied to corresponding
permanent storage locations in the main store 110.

[0059] FIG. 2E illustrates the storage device 200 during
data recordation operations performed following the opera-
tions shown and described with respect to FIG. 2D. Here, the
storage device determines initial non-volatile storage loca-
tions for the next two sequentially-received channel seg-
ments (CH3(¢) and CH4(c)) that are included within the
multi-channel data stream 202 and pending in the volatile
memory buffer 216. Responsive to a determination that these
segments are continuation segments, the controller selec-
tively writes each of these segments to the write cache 208.
[0060] Following the write of the segment CH4(c) to the
write cache 208, the controller determines that a current
number of continuous CH4 segments residing in the write
cache 208 satisfies the coalescence threshold. Consequently,
these same-channel continuation segments (CH4(b) and
CH4(c)) are flushed out of the write cache 208 and written
to corresponding L.BA locations in the main store 210. The
continuation segments CH1(c) and CH3(c¢) remain in the
write cache 208.

[0061] FIG. 2F illustrates the storage device 200 during
data recordation operations performed following the opera-
tions shown and described with respect to FIG. 2E. Here, the
storage device determines initial non-volatile storage loca-
tions for the next four sequentially-received channel seg-
ments (CH1(d), CH2(d), CH3(d), and CH4(d)) that are
included within the multi-channel data stream 202 and
pending in the volatile memory buffer 216. Responsive to a
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determination that these segments are continuation segments
(as opposed to initially-received channel segments), the
controller selectively sequentially writes each one of these
four segments to the write cache 208.

[0062] Following the write of the segment CH1(d) to the
write cache 208, the controller determines that a current
number of continuous CH1 segments residing in the write
cache 208 again satisfies the coalescence threshold. Conse-
quently, the segments CH1(c) and CH1(d) are flushed out of
the write cache 208 and written to corresponding LBA
locations in the main store 210. Likewise, following the
write of the segment CH3(d) to the write cache 208, the
controller determines that a current number of continuous
CH3 segments residing in the write cache 208 satisfies the
coalescence threshold. Consequently, the segments CH3(c)
and CH3(d) are flushed out of the write cache 208 and
written to corresponding [LBA locations in the main store
210. At this point in time, the segments CH2(d) and CH3(d)
are the only segments in the write cache 208 that have not
yet been copied to their corresponding, permanent locations
in the main store 210.

[0063] The above-described cache staging and flushing of
coalesced same-channel segments may be continued until all
data of the multi-channel data stream is stored in non-
volatile memory. In this example, each of the writes to the
main store 210 has a size of two channel segments except for
the initial writes (discussed with respect to FIG. 2A), which
have a size of one channel segment. The average write size
is, over time, two channel segments even if the write cache
208 is not large enough to hold N segments, where N is the
number of channels in the multi-channel stream 202. (Note,
in the illustrated example, the write cache 208 is sized to
hold a maximum of 2 segments nominally (N/2 when the
number of channels N, is 4). In addition to the nominal write
capacity of N/2, two additional segments are needed to
support the instantaneous capacity shown in FIG. 2D
(wherein CH(1) has arrived, followed by the arrival with
flush for CH2(b) and CH2(c), after which the write cache
208 again stores the nominal number of segments, N/2). For
larger N, the instantaneous maximum requirement of N/2+2
may be typically expressed as N/2.

[0064] FIG. 3 illustrates example caching operations 300
for increasing write throughput when recording data
received as part of a multi-channel data stream. A receiving
operation 305 receives a segment of the multi-channel
stream and identifies a channel associated with the segment
(referred to below as “the associated channel”). A determi-
nation operation 310 determines whether the received seg-
ment is an initially-received segment for the associated
channel.

[0065] If the determination operation 310 determines that
the received segment is an initially received segment for the
associated channel, another determination operation 315
determines whether the associated channel is included in a
predefined subset of channels. If the associated channel is
included within the predefined subset of channels, a writing
operation 320 writes the segment directly to its correspond-
ing LBA location in the main store without writing the
segment to the write cache. If, in contrast, the determination
operation 315 determines that the associated channel is not
included in the predefined subset of channels, a writing
operation 325 writes the segment the write cache (and not
yet to its corresponding main store location).
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[0066] In one implementation, the “predetermined subset
of channels” includes channels corresponding to alternating
(e.g., every-other) segment in the multi-channel stream. For
example, the predetermined subset of channels may include
even-numbered channels or odd-numbered channels. In this
case, half of the initially-received channel segments are
directed to the main store (e.g., the odd channels), while
other half of the initially-received channel segments are
directed to the write cache (e.g., the even channels).
[0067] If the determination operation 310 determines that
received segment is not an initially-received segment for the
associated channel (e.g., the segment is a continuation
segment of a previously-received segment), the writing
operation 325 writes the received segment to the write
cache. Thus, in one implementation, all continuation seg-
ments are written to the write cache.

[0068] Following the write of the received segment (by
either write operations 320 or 325), a determination opera-
tion 330 determines whether a coalescence condition is
satisfied for the associated channel by data currently stored
in the write cache. In one implementation, the coalescence
threshold is satisfied when there exist a threshold number of
continuous segments for the associated channel residing in
the write cache. In another implementation, the coalescence
threshold is satisfied when there exists a threshold quantity
of data in the write cache, such as when the write cache has
a remaining available capacity that is equal to or less than a
set threshold.

[0069] If the determination operation 330 determines that
the coalescence condition is satisfied, a selection operation
335 selects a channel to coalescence and flush from the write
cache. In an implementation where the coalescence condi-
tion is satisfied when there exists a threshold quantity of
same-channel data residing in the write cache, the selection
operation 335 selects the channel for which the cached
same-channel data satisfies the threshold. In still another
implementation where the coalescence condition is satisfied
when a total quantity of cached data exceeds a threshold, the
selection operation 335 may select the channel with the
largest amount of cached channel data and/or the channel
that is expected to update the furthest in the future.

[0070] Following the selection operation 335, a flushing
operation 340 flushes same-channel segments of the selected
channel from the write cache to their associated main store
LBA locations, thereby freeing up storage capacity in the
write cache. If the determination operation 330 determines
that the coalescence condition is not satisfied by the data
residing in the write cache, the selection operation 335 and
the flushing operation 340 are skipped. In either case, a
proceeding operation 345 proceeds back to the receiving
operation 305, to receive the next segment of the multi-
channel stream. The operations 300 repeat until the last
segment in the multi-channel chain is selected and written to
non-volatile memory.

[0071] The embodiments of the disclosed technology
described herein are implemented as logical steps in one or
more computer systems. The logical operations of the pres-
ently disclosed technology are implemented (1) as a
sequence of processor-implemented steps executing in one
or more computer systems and (2) as interconnected
machine or circuit modules within one or more computer
systems. The implementation is a matter of choice, depen-
dent on the performance requirements of the computer
system implementing the disclosed technology. Accord-
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ingly, the logical operations making up the embodiments of
the disclosed technology described herein are referred to
variously as operations, steps, objects, or modules. Further-
more, it should be understood that logical operations may be
performed in any order, adding and omitting as desired,
unless explicitly claimed otherwise or a specific order is
inherently necessitated by the claim language.

[0072] The above specification, examples, and data pro-
vide a complete description of the structure and use of
exemplary embodiments of the disclosed technology. Since
many embodiments of the disclosed technology can be made
without departing from the spirit and scope of the disclosed
technology, the disclosed technology resides in the claims
hereinafter appended. Furthermore, structural features of the
different embodiments may be combined in yet another
embodiment without departing from the recited claims.

What is claimed is:
1. A method comprising:
receiving a multi-channel data stream including channel
segments of multiple channels, the channel segments of
the multiple channels being intermixed with one
another according to a sequential order of receipt; and

writing the channel segments of the multiple channels
according to a write order than is different from the
sequential order of receipt.
2. The method of claim 1, wherein the sequential order of
receipt includes same-channel continuous channel segments
that are separated from one another by channel segments of
other channels.
3. The method of claim 1, wherein writing the channel
segments according to the write order further comprises:
for each channel of the multiple channels in the multi-
channel data stream, writing continuous channel seg-
ments of the channel to a series of physically contigu-
ous data blocks such that continuous channel data of
the channel can be read back sequentially from the
series of physically contiguous data blocks.
4. The method of claim 1, further comprising:
coalescing subsets of continuous channel segments for
each of the multiple channels in a write cache; and

flushing one or more of the coalesced subsets of the
continuous channel segments from the write cache to a
main store responsive to satisfaction of a coalescence
condition.

5. The method of claim 4, wherein flushing the one or
more of the coalesced subsets of the continuous channel
segments from the write cache to the main store further
comprises:

consecutively writing the continuous channel segments of
each of the coalesced subsets to a series physically
contiguous data blocks.

6. The method of claim 4, wherein the coalescence
condition is satisfied when a collective data size of an
individual one of the coalesced subsets satisfies a threshold
quantity.

7. The method of claim 4, wherein the coalescence
condition is satisfied when a total quantity of data in the
write cache exceeds a threshold and wherein flushing the
one or more of the coalesced subsets includes flushing
same-channel segments of a data channel having a largest
quantity of data in the write cache when the coalescence
condition is satisfied.
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8. A storage system comprising:
a main store mapped to magnetic media storage locations;
a storage device controller configured to:
receive a multi-channel data stream including channel
segments of multiple channels, the channel segments of
the multiple channels being intermixed with one
another according to a sequential order of receipt; and

write the channel segments of the multiple channels to the
main store according to a write order than is different
from the sequential order of receipt.

9. The storage system of claim 8, wherein the sequential
order of receipt includes same-channel continuous channel
segments that are separated from one another by channel
segments of other channels.

10. The storage system of claim 8, wherein the storage
device controller is further configured to:

for each channel of the multiple channels in the multi-

channel data stream, write continuous channel seg-
ments of the channel to a series of physically contigu-
ous data blocks such that continuous channel data of
the channel can be read back sequentially from the
series of physically contiguous data blocks.

11. The storage system of claim 8, wherein the storage
device controller is further configured to:

coalesce subsets of continuous channel segments for each

of the multiple channels in a write cache; and

flush one or more of the coalesced subsets of the con-

tinuous channel segments from the write cache to the
main store responsive to satisfaction of a coalescence
condition.

12. The storage system of claim 11, wherein the storage
device controller is configured to flush the coalesced subsets
of the continuous channel segments from the write cache to
the main store by consecutively writing the continuous
channel segments of each of the coalesced subsets to a series
physically contiguous data blocks.

13. The storage system of claim 11, wherein the coales-
cence condition is satisfied when a collective data size of an
individual one of the coalesced subsets satisfies a threshold
quantity.

14. The storage system of claim 11, wherein the coales-
cence condition is satisfied when a total quantity of data in
the write cache exceeds a threshold and wherein flushing
one or more of the coalesced subsets includes flushing
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same-channel segments of a data channel having a largest
quantity of data in the write cache when the coalescence
condition is satisfied.
15. One or more memory devices encoding computer-
executable instructions for executing on a computer system
a computer process comprising:
receiving a multi-channel data stream including channel
segments of multiple channels, the channel segments of
the multiple channels being intermixed with one
another according to a sequential order of receipt; and

writing the channel segments of the multiple channels
according to a write order than is different from the
sequential order of receipt.
16. The one or more memory devices of claim 15, wherein
the computer process further comprises:
for each channel of the multiple channels in the multi-
channel data stream, writing continuous channel seg-
ments of the channel to a series of physically contigu-
ous data blocks such that continuous channel data of
the channel can be read back sequentially from the
series of physically contiguous data blocks.
17. The one or more memory devices of claim 15, wherein
the computer process further comprises:
coalescing subsets of continuous channel segments for
each of the multiple channels in a write cache; and

flushing one or more of the coalesced subsets of the
continuous channel segments from the write cache to a
main store responsive to satisfaction of a coalescence
condition.

18. The one or more memory devices of claim 17, wherein
flushing one or more of the coalesced subsets of the con-
tinuous channel segments from the write cache to the main
store further comprises:

consecutively writing the continuous channel segments of

each of the coalesced subsets to a series physically
contiguous data blocks.

19. The one or more memory devices of claim 15, wherein
the sequential order of receipt includes same-channel con-
tinuous channel segments that are separated from one
another by channel segments of other channels.

20. The one or more memory devices of claim 17, wherein
the coalescence condition is satisfied when a collective data
size of an individual one of the coalesced subsets satisfies a
threshold quantity.



