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(57) ABSTRACT

The present disclosure is generally related to systems and
methods of interfacing among multiple applications in a
networked computer environment. A data processing system
can access a navigation application to retrieve point loca-
tions within a reference frame corresponding to a geographic
region displayed in a viewport of the navigation application.
Each point location can have an identifier. The data pro-
cessing system can parse an input audio signal to identify a
request and a referential word. The data processing system
can identify a point location within the reference frame
based on the referential word parsed from the input audio
signal and the identifier for the point location. The data
processing system can generate an action data structure
including the point location identified. The data processing
system can transmit the action data structure to the naviga-
tion application to initiate a navigation guidance process
using the point location.
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INTERFACING BETWEEN DIGITAL
ASSISTANT APPLICATIONS AND
NAVIGATION APPLICATIONS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of priority under
35 U.S.C. § 120 as a continuation application of U.S. patent
application Ser. No. 16/076,193, titled “INTERFACING
BETWEEN DIGITAL ASSISTANT APPLICATIONS AND
NAVIGATION APPLICATIONS,” filed Aug. 7, 2018,
which claims benefit of priority under 35 U.S.C. § 371 as a
national stage application of International Application No.
PCT/US18/44756, titled “INTERFACING BETWEEN
DIGITAL ASSISTANT APPLICATIONS AND NAVIGA-
TION APPLICATIONS,” filed Aug. 1, 2018, which claims
the benefit of priority to U.S. Patent Provisional Application
No. 62/690,049, titled “INTERFACING BETWEEN DIGI-
TAL ASSISTANT APPLICATIONS AND NAVIGATION
APPLICATIONS,” filed Jun. 26, 2018, each of which is
incorporated herein by reference in its entirety.

BACKGROUND

[0002] Digital assistant applications can operate in a net-
worked computer environment in which processing associ-
ated with functionality provided at a client device is per-
formed at a server connected to the client device by way of
a network. The server can be provided with data associated
with a request at the client device by way of the network.
Excessive network transmissions, packet-based or other-
wise, of network traffic data between computing devices can
prevent a computing device from properly processing the
network traffic data, completing an operation related to the
network traffic data, or responding timely to the network
traffic data. The excessive network transmissions of network
traffic data can also complicate data routing or degrade the
quality of the response when the responding computing
device is at or above its processing capacity, which may
result in inefficient bandwidth utilization, consumption of
computing resources, and depletion of battery life. A portion
of the excessive network transmissions can include trans-
missions for requests that are not valid requests. Additional
challenges exist in the provision of a speech-based interface
with applications that typically operate as a graphical user
interface, particularly in such a networked environment in
which it is desirable to minimize excessive network trans-
missions.

SUMMARY

[0003] According to an aspect of the disclosure, a system
to interface among multiple applications in a networked
computer environment can include a data processing system
having one or more processors. A navigation interface
component executed on the data processing system can
access a navigation application executing on a first client
device to retrieve a plurality of point locations within a
reference frame corresponding to a geographic region dis-
played in a viewport of the navigation application. Each
point location of the plurality of locations can have an
identifier. A natural language processor component executed
on the data processing system can receive an input audio
signal detected by a sensor of at least one of the first client
and a second client device. The natural language processor
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component can parse the input audio signal to identify a
request and a referential word. The natural language pro-
cessor component can identify, responsive to the identifica-
tion of the request, a point location from the plurality of
point locations within the reference frame based on the
referential word parsed from the input audio signal and the
identifier for the point location. An action handler compo-
nent executed on the data processing system can generate an
action data structure including the point location identified
responsive to the detection of the input audio signal. The
action handler component can transmit the action data
structure to the first client device to cause the navigation
application to initiate a navigation guidance process using
the point location.

[0004] According to an aspect of the disclosure, a method
of interfacing among multiple applications in a networked
computer environment can include accessing a navigation
application executing on a first client device to retrieve a
plurality of point locations within a reference frame corre-
sponding to a geographic region displayed in a viewport of
the navigation application. Each point location of the plu-
rality of locations can have an identifier. The method can
include receiving an input audio signal detected by a sensor
of at least one of the first client and a second client device.
The method can include parsing the input audio signal to
identify a request and a referential word. The method can
include identifying, responsive to identifying the request, a
point location from the plurality of point locations within the
reference frame based on the referential word parsed from
the input audio signal and the identifier for the point loca-
tion. The method can include generating an action data
structure including the point location identified responsive to
the detection of the input audio signal. The method can
include transmitting the action data structure to the first
client device to cause the navigation application to initiate a
navigation guidance process using the point location.

[0005] Each aspect may include one or more of the
following features. The navigation interface component may
access the navigation application to determine a first portion
of the reference frame corresponding to the geographic
region displayed concurrently to the receipt of the input
audio signal and to determine a second portion of the
reference frame corresponding to the geographic region
previously displayed in the viewport based on a velocity of
the first client device acquired from an inertial motion unit.
The natural language processor component may identify the
point location from the plurality of point locations within the
reference frame based on a travel direction of at least one of
the first client and the second client device determined using
data from an inertial motion unit. The navigation interface
component may access the navigation application to retrieve
the plurality of point locations within the reference frame
having a first portion corresponding to the geographic region
and to a second geographic region within a defined prox-
imity about a destination location of a path routing operation
of'the navigation guidance process; and the natural language
processor component to: determine that the referential word
is related to the second portion corresponding to the second
geographic region and not to the first portion corresponding
to the geographic region; and identify the point location
from the plurality of point locations within the portion based
on the determination that the referential word is related to
the second portion. The navigation interface component may
access the navigation application to retrieve a first location
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identifier of the first client device within the reference frame
corresponding to the geographic region and a plurality of
second location identifiers corresponding to the plurality of
point locations within the reference frame; and the natural
language processor component may identify the point loca-
tion from the plurality of point locations based on the first
location identifier of the first client device and the plurality
of second location identifiers corresponding to the plurality
of point locations. The navigation interface component may
access the navigation application to retrieve a plurality of
search terms received within a defined time window prior to
the receipt of the input audio signal; and the natural language
processor component may: determine, for each point loca-
tion of the plurality of point locations and each search term
of the plurality of search terms, a semantic distance between
the identifier of the point location and the search term using
a semantic knowledge graph; and select, for the identifica-
tion of the point location, a subset of point locations from the
plurality of point locations based on the plurality of semantic
distances between the plurality of identifiers and the plural-
ity of search terms. The natural language processor compo-
nent may: parse the input audio signal to identify an auxil-
iary word different from the referential word; determine a
subset area of the viewport of the navigation application
based on the auxiliary word; and select, for the identification
of the point location, a subset of point locations from the
plurality of point locations corresponding to the subset area
of the viewport determined based on the auxiliary word. The
natural language processor component may: receive a sec-
ond input audio signal detected by the sensor of at least one
of the first client and the second client device; determine that
a time elapsed between the receipt of the second input audio
signal and the receipt of the input audio signal is less than
a defined threshold; parse, responsive to the determination
that the elapsed time is less than the defined threshold, the
second input audio signal to identify a second referential
word; select, for the identification of the point location, a
subset of point locations from the plurality of point locations
based on the second referential word. The natural language
processor component may: determine, for each point loca-
tion of the plurality of point location, an indexical measure
between the referential word and the identifier for the point
location, the indexical measure indicating a likelihood that
the referential word denotes the identifier for the point
location; and identify the point location from the plurality of
point locations within the reference frame based on the
plurality of indexical measures for the corresponding plu-
rality of point locations. The natural language processor
component may: determine, for each point location of the
plurality of point locations, a semantic distance between the
referential word and the identifier of the point location using
a semantic knowledge graph; and identify the point location
from the plurality of point locations within the reference
frame based on the plurality of semantic distances for the
corresponding plurality of point locations. The natural lan-
guage processor component may determine a request type
corresponding to a location finder operation of a plurality of
operations to be performed by the navigation application
based on the request; and the action handler component to
generate the action data structure including the request type
and to transmit the action data structure to the first client
device to cause the navigation application to initiate the
location finder operation of the navigational guidance pro-
cess corresponding to the request type to present the point
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location in the geographic region displayed in the viewport.
The natural language processor component may determine a
request type corresponding to a path routing operation of a
plurality of operations to be performed by the navigation
application based on the request; and the action handler
component to generate the action data structure including
the request type and to transmit the action data structure to
the first client device to cause the navigation application to
initiate the path routing operation of the navigational guid-
ance process corresponding to the request type to identify a
travel path to the point location as a destination location. The
action handler component may receive a response from the
first client device executing the navigation application for at
least one of a textual output or an output audio signal.
[0006] These and other aspects and implementations are
discussed in detail below. The foregoing information and the
following detailed description include illustrative examples
of various aspects and implementations and provide an
overview or framework for understanding the nature and
character of the claimed aspects and implementations. The
drawings provide illustration and a further understanding of
the various aspects and implementations, and are incorpo-
rated in and constitute a part of this specification.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The accompanying drawings are not intended to be
drawn to scale. Like reference numbers and designations in
the various drawings indicate like elements. For purposes of
clarity, not every component may be labeled in every
drawing. In the drawings:

[0008] FIG. 1 illustrates a block diagram of an example
system to interface among multiple applications in a net-
worked computer environment, in accordance with an
example of the present disclosure.

[0009] FIG. 2 illustrates a sequence diagram of an
example data flow to interface among multiple applications
in a networked computer environment in the system illus-
trated in FIG. 1, in accordance with an example of the
present disclosure.

[0010] FIG. 3 illustrates a client computing device with
request and response messages in relation to a navigational
application, in accordance with an example of the present
disclosure.

[0011] FIG. 4 illustrates a flow diagram of a method to
generate voice-activated threads in a networked computer
environment, in accordance with an example of the present
disclosure.

[0012] FIG. 5 illustrates a flow diagram of a method to
interface among multiple applications in a networked com-
puter environment using the example system illustrated in
FIG. 1, in accordance with an example of the present
disclosure.

[0013] FIG. 6 is a block diagram of an example computer
system.

DETAILED DESCRIPTION
[0014] Following below are more detailed descriptions of

various concepts related to and implementations of, meth-
ods, apparatuses, and systems to interface among multiple
applications in a networked computer environment. The
various concepts introduced above and discussed in greater
detail below may be implemented in any of numerous ways.
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[0015] A digital assistant application can interface with
agents via exchanging application data and invoking func-
tions in accordance with an application programming inter-
face (API). Upon receipt of an input audio signal, the digital
assistant application can parse the input audio signal to
identify words from the input audio signal. The digital
assistant application can determine that the words refer to a
function of a particular agent. In response to this determi-
nation, the digital assistant application can invoke functions
of the agent referred to in the input audio signal. Using the
functions, the capabilities of the digital assistant application
can be augmented.

[0016] One such agent can be a navigation application
(sometimes referred to as a Global Positioning System
(GPS) navigator). The navigation application can display a
top-down view of a map of a geographic region via a
viewport. The map can define elevation contours, water
depth, regions, artificial features, and transportation net-
works (e.g., roads, pedestrian walkways, bike paths, and
railways). The map can also include a multitude of point
locations linked together via paths representing the trans-
portation network. Each point location can refer to a point of
interest on the vector map, such as a restaurant, a gas station,
a landmark, a mountain, or a lake, among others. Each point
location can be labeled with geographic coordinates and an
identifier. The identifier can be a name or a descriptor of the
point of interest. For example, a point location correspond-
ing to a restaurant may have “ABC Pizzeria” as the name
and “restaurant” and “pizza” as descriptors. Using zoom and
viewing angle, the portion of the map visible through the
viewport of the navigation application can be modified. In
displaying the map, the navigation application can identify
to a portion of the map that is visible through the viewport
as the reference frame for the end-user.

[0017] The navigation application can also perform vari-
ous navigation guidance functions with respect to the map
displayed through the viewport. The navigation guidance
functions of the navigation application can include a loca-
tion finder operation and a path finding operation. The
location operation can be invoked to a find a particular point
of interest on the map. Under the location finder operation,
the navigation application can receive a search term for
points of interest on the map. Upon receipt, the navigation
application can identify all the point locations with identi-
fiers matching the search term that are visible through the
viewport of the navigation application. The path finding
operation can be invoked to determine a route from a current
location to the point of interest of the map. In the path
finding operation, the navigation application can identify a
current location and the point location corresponding to the
requested point of interest. The point location may have
been identified using the search term matching the identifier
for the point location visible through the viewport. The
navigation application can apply a path finding algorithm to
determine the route between the current location and the
point location via the paths connecting the two as defined
within the reference frame.

[0018] The difficulty with interfacing the digital assistant
application with the navigation application may be that the
digital assistant application relies on audio input and output
signals whereas the navigation application may rely on
visual presentation and input received by way of touch
interaction with the visual presentation (e.g., via touch
screen, keyboard, or mouse). In addition, the navigation
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application can have access to a current location or a current
focus of the client device about which a reference frame for
the client device can be recognized. In contrast, the digital
assistant application may lack any factoring of the current
location, the current focus, or the reference frame within the
map accessible through the navigation application. Further-
more, the digital assistant application may not have access
to the point locations and paths defined in the map that is
visible through the viewport. Without access to data visible
through the viewport of the navigation application or any
consideration of the reference frame, the digital assistant
application may be unable to determine which point location
on the map a request identified from the input audio signal
is referring to. Moreover, even if the request identified from
parsing the input audio signal is converted to a textual input
for the navigation application, the navigation application
may be unable to distinguish which point location the textual
input is referencing. The navigation application may lack
natural language processing capabilities, thereby further
exacerbating the inability to distinguish when the textual
input is of natural language containing indexical or deictic
words.

[0019] To address the technical challenges arising from
interfacing, the digital assistant application can access the
navigation application in response to a request in the input
audio signal that references one of the functions of the
navigation application. The digital assistant application can
also determine which function the request in the input audio
signal is referencing. For example, upon identifying the
words “Take me there” from parsing the input audio signal,
the digital assistant application can determine that the words
“Take me” refer to the path finding operation of the navi-
gation application. In another example, when the words
“Show me gas stations” are parsed from the input audio
signal, the digital assistant application can determine that the
words “Show me” refer to the location finder operation of
the digital assistant application. In accessing the navigation
application, the digital assistant application can retrieve a set
of point locations corresponding to the portion of the map
visible through the viewport of the navigation application.
The digital assistant application can also obtain the identi-
fiers for each point location and a previous set of search
terms used as inputs for the navigation application. The
digital assistant application can also identify previously
received requests referencing the functions of the navigation
application. For example, the input audio signals with the
phrase “Tell me about the ABC Tower” and with the phrase
“Show me patisseries” may have been received in succes-
sion. The digital assistant application can use the phrase
“Tell me about the ABC Tower” in processing the phrase
“Show me patisseries” in establishing a region of interest to
obtaining the identifiers.

[0020] The digital assistant application can use natural
language processing techniques to determine a referential
word from the set of words parsed from the input audio
signal. The referential word can correspond to one of the
points of interest on the map visible through the viewport of
the navigation application. For example, for the phrase “take
me there” parsed from an input audio signal, the referential
word may be “there.” For the phrase “let’s go to the
pizzeria,” the referential word may be “pizzeria.” Using the
identifiers for the point locations visible through the view-
port of the navigation application, the digital assistant appli-
cation can identify which point location the referential word
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is referring to. The digital assistant application can compare
the referential word with the identifier for each point loca-
tion. In comparing, the digital assistant application can
determine a semantic distance between the referential word
and the identifier for each location using a semantic knowl-
edge graph. The digital assistant application can also deter-
mine an indexical measure between the referential word and
a previous word, such as the previously received requests or
the search terms. Based on the comparisons, the digital
assistant application can identify which point location the
referential word of the input audio signal is referring to.
Using the request and the identified point location, the
digital assistant application can generate an action data
structure to provide to the navigation application to carry out
the indicated operation using the identified point location.
[0021] Resource intensive processing based upon natural
language processing and interpretation can therefore be
performed for a client device at a remote server in which
information associated with a graphical user interface of the
client device is taken into account. Subject matter described
herein may therefore provide an interface between a graphi-
cal user interface of a client device and a speech-based
system. The interface allows a user to interact with the
graphical user interface using speech, and additionally
allows data associated with the graphical user interface to be
provided to a remote server efficiently. The speech-based
system is thereby able to provide an improved guided
interaction with a user of the client device.

[0022] Referring to FIG. 1, depicted is an example system
100 to interface among multiple applications in a networked
computer environment. The system 100 can include at least
one data processing system 102, one or more client devices
104, and one or more navigator services 106. The one or
more client devices 104 can be communicatively coupled to
the one or more navigator services 106, and vice-versa. The
at least one data processing system 102, one or more client
devices 104, and one or more navigator services 106 can be
communicatively coupled to one another via the network
156.

[0023] The data processing system 102 can include an
instance of the digital assistant application 108. The digital
assistant application 108 can include a natural language
processor (NLP) component 114 to parse audio-based
inputs. The digital assistant application 108 can include a
navigation interface component 116 to interface with a
navigation application 110. The digital assistant application
108 can include a geolocation sensing component 118 to
obtain position measurements. The digital assistant applica-
tion 108 can include an audio signal generator component
122 to generate audio-based signals. The digital assistant
application 108 can include a direct action handler compo-
nent 120. The digital assistant application 108 can include a
response selector component 124 to select responses to
audio-based input signals. The NLP component 114, the
audio signal generator component 122, the data repository
126, the direct action handler component 120, and the
response selector component 124 separate from the digital
assistant application 108. The data processing system 102
can include a data repository 126. The data repository 126
can store regular expressions 128, parameters 130, policies
132, response data 134, and templates 136.

[0024] The data processing system 102 can also include an
instance of at least one navigation application 110 to per-
form navigation guidance processes, among others. The
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navigation guidance processes can include a location finding
operation and a path routing operation, among others. The
navigation application 110 can include a digital assistant
interface component 138 to interface with the digital assis-
tant application 108. The navigation application 110 can
include a location finder component 140 to perform the
location finding operation to search for a location in a
geographic region using search terms. The navigation appli-
cation 110 can include a path router component 142 to
perform the path routing operation to determine a path from
one location to another location in the geographic region.
The functionalities of the location finder component 140 and
the path router component 142 will be explicated herein
below. The navigation application 110 can also include the
instance of the geolocation sensing component 118 to obtain
position measurements. The navigation application 110 can
include or otherwise access at least one data repository 144.
The navigation application 110 can be a separate application
from the digital assistant application 108. The data process-
ing system 102 can include an instance of one or more
navigation applications 110.

[0025] The data repository 144 can store and maintain a
vector-based map 146 accessible to one or more instances of
the navigation application 110. The data repository 144 may
be separate from the navigation application 110, and can be
maintained on the data processing system 102 or the navi-
gator services 106. At least a portion of the vector-based map
146 can be maintained on the client device 104 running the
navigation application 110. The navigation application 110
can render and display a portion of the vector-based map 146
through a viewport of the navigation application 110. The
viewport can correspond to an area of a display of the client
device 104 running the navigation application 110 through
which the portion of the vector-based map 146 is visible. As
the vector-based map 146 can be larger in size than the
viewport of the navigation application 110 or the display of
client device 104, a portion corresponding to the viewport of
the navigation application 110 can be displayed. The por-
tions currently or previously displayed through the viewport
of the navigation application 110 can be stored on the client
device 104 running the navigation application 110. The
vector-based map 146 can represent a geographic map (e.g.,
of the Earth) using a data structure (e.g., linked list, tree,
array, matrix, and heap). The vector-based map 146 can
include elevation contours, water depth, regions (e.g., of
countries, provinces, counties, prefectures, cities, towns, and
villages), natural features (e.g., lakes, mountains, and riv-
ers), artificial features (e.g., buildings, parking lots, and
parks), and/or transportation networks (e.g., roads, pedes-
trian walkways, bike paths, and railways), or a combination
of these features. The vector-based map 146 can define the
elevation contours, water depth, regions, artificial features,
and transportation networks. The vector-based map 146 can
include a set of point locations and a set of paths. The
vector-based map 146 can define a geographic coordinate
(e.g., longitude and latitude) for each point location. Each
point location can correspond to one of the artificial features
and natural features. Each point location can be associated
with a geographic coordinate and can have one or more
identifiers. The identifier of the point location can include a
name and a category type for the point location. For
example, for a point location corresponding to a hotel, the
name may be “XYZ Inn” and the category type may be
“hotel.” The point locations can be linked to one another via
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paths. Each path can correspond to a transportation network,
such as a road, a pedestrian walkway, bike path, and
railways, among others. Each path can define a geographic
distance (e.g., measured in kilometers or miles) among the
point locations. The vector-based map 146 can be encoded
in accordance with a geographic information encoding for-
mat (e.g., GIS).

[0026] The functionalities of the data processing system
102, such as the digital assistant application 108 and the
navigation application 110, can be included or otherwise be
accessible from the one or more client devices 104. The
functionalities of the data processing system 102 may cor-
respond to the functionalities or interface with the digital
assistant application 108 executing on the client devices
104. The client devices 104 can each include and execute a
separate instance of the one or more components of the
digital assistant application 108. The client devices 104 can
otherwise have access to the functionalities of the compo-
nents of the digital assistant application 108 on a remote data
processing system 102 via the network 156. For example,
the client device 104 can include the functionalities of the
NLP component 114 and access the remainder of the com-
ponents of the digital assistant application 108 via the
network 156 to the data processing system 102. The client
devices 104 can each include and execute a separate instance
of the one or more components of the navigation application
110. The client devices 104 can otherwise have access to the
functionalities of the components of the navigation applica-
tion 110 on a remote data processing system 102 via the
network 156. For example, the client device 104 can include
the functionalities of the location finder component 140 and
the path router component 142 and can access the vector-
based map 146 via the network 156.

[0027] The client devices 104 can each include at least one
logic device such as a computing device having a processor
to communicate with each other with the data processing
system 102 via the network 156. The client devices 104 can
include an instance of any of the components described in
relation to the data processing system 102. The client
devices 104 can include an instance of the digital assistant
application 108. The client devices 104 can include a
desktop computer, laptop, tablet computer, personal digital
assistant, smartphone, mobile device, portable computer,
thin client computer, virtual server, speaker-based digital
assistant, or other computing device.

[0028] The components of the system 100 can communi-
cate over a network 156. The network 156 can include, for
example, a point-to-point network, a broadcast network, a
wide area network, a local area network, a telecommunica-
tions network, a data communication network, a computer
network, an ATM (Asynchronous Transfer Mode) network,
a SONET (Synchronous Optical Network) network, a SDH
(Synchronous Digital Hierarchy) network, an NFC (Near-
Field Communication) network, a local area network
(LAN), a wireless network or a wireline network, and
combinations thereof. The network 156 can include a wire-
less link, such as an infrared channel or satellite band. The
topology of the network 156 may include a bus, star, or ring
network topology. The network 156 can include mobile
telephone networks using any protocol or protocols used to
communicate among mobile devices, including advanced
mobile phone protocol (AMPS), time division multiple
access (TDMA), code-division multiple access (CDMA),
global system for mobile communication (GSM), general

Aug. 13,2020

packet radio services (GPRS), or universal mobile telecom-
munications system (UMTS). Different types of data may be
transmitted via different protocols, or the same types of data
may be transmitted via different protocols.

[0029] The client device 104 can include, execute, inter-
face, or otherwise communicate with one or more of at least
one instance of the digital assistant application 108, at least
one instance of the navigation application 110, at least one
speaker 148, at least one sensor 154, at least one transducer
150, and at least one peripheral device 152. The sensor 154
can include, for example, a camera, an ambient light sensor,
proximity sensor, temperature sensor, an inertial motion
unit, accelerometer, gyroscope, motion detector, GPS sen-
sor, location sensor, microphone, video, image detection, or
touch sensor. The transducer 150 can include or be part of a
speaker or a microphone. The client device 104 can include
an audio driver. The audio driver can provide a software
interface to the hardware transducer 150. The audio driver
can execute the audio file or other instructions provided by
the data processing system 102 to control the transducer 150
to generate a corresponding acoustic wave or sound wave.
The peripheral device 152 can include user input/output
devices, such as a keyboard, a display, and a headphone,
among others. The display can include one or more hard-
ware or software components configured to provide a visual
indication or optical output, such as a light emitting diode,
organic light emitting diode, liquid crystal display, laser, or
display.

[0030] The instance of the digital assistant application 108
on the client device 104 can include or be executed by one
or more processors, logic array, or memory. The instance of
the digital assistant application 108 on the client device 104
can detect a keyword and perform an action based on the
keyword. The digital assistant application 108 on the client
device 104 can be an instance of the digital assistant
application 108 executed at the data processing system 102
or can perform any of the functions of the digital assistant
application 108. The instance of the digital assistant appli-
cation 108 on the client device 104 can filter out one or more
terms or modify the terms prior to transmitting the terms as
data to the data processing system 102 (e.g., the instance of
the digital assistant application 108 on the data processing
system 102) for further processing. The instance of the
digital assistant application 108 on the client device 104 can
convert the analog audio signals detected by the transducer
150 into a digital audio signal and transmit one or more data
packets carrying the digital audio signal to the data process-
ing system 102 via the network 156. The instance of the
digital assistant application 108 on the client device 104 can
transmit data packets carrying some or the entire input audio
signal responsive to detecting an instruction to perform such
transmission. The instruction can include, for example, a
trigger keyword or other keyword or approval to transmit
data packets comprising the input audio signal to the data
processing system 102.

[0031] The instance of the digital assistant application 108
on the client device 104 can perform pre-filtering or pre-
processing on the input audio signal to remove certain
frequencies of audio. The pre-filtering can include filters
such as a low-pass filter, high-pass filter, or a bandpass filter.
The filters can be applied in the frequency domain. The
filters can be applied using digital signal processing tech-
niques. The filter can be configured to keep frequencies that
correspond to a human voice or human speech, while
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eliminating frequencies that fall outside the typical frequen-
cies of human speech. For example, a bandpass filter can be
configured to remove frequencies below a first threshold
(e.g., 70 Hz, 75 Hz, 80 Hz, 85 Hz, 90 Hz, 95 Hz, 100 Hz,
or 105 Hz) and above a second threshold (e.g., 200 Hz, 205
Hz, 210 Hz, 225 Hz, 235 Hz, 245 Hz, or 255 Hz). Applying
a bandpass filter can reduce computing resource utilization
in downstream processing. The instance of the digital assis-
tant application 108 on the client device 104 can apply the
bandpass filter prior to transmitting the input audio signal to
the data processing system 102, thereby reducing network
bandwidth utilization. However, based on the computing
resources available to the client device 104 and the available
network bandwidth, it may be more efficient to provide the
input audio signal to the data processing system 102 to allow
the data processing system 102 to perform the filtering.
[0032] The instance of the digital assistant application 108
on the client device 104 can apply additional pre-processing
or pre-filtering techniques such as noise reduction tech-
niques to reduce ambient noise levels that can interfere with
the natural language processor. Noise reduction techniques
can improve accuracy and speed of the natural language
processor, thereby improving the performance of the data
processing system 102 and manage rendering of a graphical
user interface provided via the display.

[0033] The client device 104 can be associated with an end
user that enters voice queries as audio input into the client
device 104 (via the sensor 154 or transducer 150) and
receives audio (or other) output from the data processing
system 102 or navigator services 106 to present, display, or
render to the end user of the client device 104. The digital
component can include a computer-generated voice that can
be provided from the data processing system 102 or the
navigator service 106 to the client device 104. The client
device 104 can render the computer-generated voice to the
end user via the transducer 150 (e.g., a speaker). The
computer-generated voice can include recordings from a real
person or computer-generated language. The client device
104 can provide visual output via a display device commu-
nicatively coupled to the client device 104.

[0034] The end user that enters the voice queries to the
client device 104 can be associated with multiple client
devices 104. For example, the end user can be associated
with a first client device 104 that can be a speaker-based
digital assistant device, a second client device 104 that can
be a mobile device (e.g., a smartphone), and a third client
device 104 that can be a desktop computer. The data
processing system 102 can associate each of the client
devices 104 through a common login (e.g., account identifier
and authentication credentials), location, network, or other
linking data. For example, the end user may log into each of
the client devices 104 with the same account user name and
password.

[0035] The client device 104 can include or execute an
instance of the navigation application 110. The client device
104 can include or execute an instance of the navigation
application 110. The navigation application 110 can include
one or more components with similar functionalities as the
digital assistant application 108. Instances of the navigation
application 110 can be executed on the data processing
system 102 and the navigator service 106. The digital
assistant application 108 can interface with the navigation
application 110, and vice-versa to carry out predefined
functions. The navigation application 110 can access
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resources on the navigator service 106 in carrying out the
function indicated in the input audio signal. The client
device 104 can receive an input audio signal detected by a
sensor 154 (e.g., microphone) of the client device 104.
Based on parsing the input audio signal, the digital assistant
application 108 can determine which navigation application
110 to interface with in processing the input audio signal.
The input audio signal can include, for example, a query,
question, command, instructions, or other statement in a
natural language. For example, the voice query can include
a command to find a location in a geographic region. The
digital assistant application 108 can determine that the voice
query includes a command referencing at least one func-
tionality of the navigation application 110. In response to the
determination, the digital assistant application 108 can inter-
face with the navigation application 110 to retrieve data to
complete the task indicated in the voice query. The input
audio signal can include one or more predefined keywords
referencing a functionality of the navigation application 110
(e.g., “take,” “find,” and “route”). For example, the input
audio signal can include “Take me to high school XYZ.”
From this query, the digital assistant application 108 can
determine that the voice query is referencing the navigation
application 110 as opposed to another agent or the function-
ality of the digital assistant application 108 itself. The digital
assistant application 108 can determine that the voice query
is referencing the functionality of the navigation application
110, and can perform processing using the voice query to
generate a command to the navigation application 110. Upon
receipt, the navigation application 110 can display or present
portions of the vector-based map 146 based on the command
generated using the voice query. The functionalities of the
navigation application 110 with respect to the navigator
service 106 and the digital assistant application 108 will be
detailed herein below.

[0036] The digital assistant application 108 executing on a
first client device 104 without the navigation application 110
can access the navigation application 110 running on a
second client device 104. In response to determining that the
voice query references at least one functionality of the
navigation application 110, the digital assistant application
108 executing on the first client device 104 can identify that
the first client device 104 lacks the navigation application
110. The digital assistant application 108 can identify one or
more client devices 104 (e.g., a second client device 104
running on the navigation application 110 associated with
the first client device 104 associated through the common
login (e.g., account identifier and authentication creden-
tials), location, network, or other linking data. The digital
assistant application 108 executing on the first client device
104 can access the navigation application 110 running on the
second client device 104 to further process the voice query.

[0037] The data processing system 102 and the navigator
service 106 each can include at least one server having at
least one processor. For example, the data processing system
102 and the navigator service 106 each can include a
plurality of servers located in at least one data center or
server farm. The data processing system 102 can determine
from an audio input signal a request and a trigger keyword
associated with the request. Based on the request and trigger
keyword, the data processing system 102 can determine
whether to forward the audio input signal to the navigator
service 106 or to process the audio input signal internally.
Responsive to the determination that the audio input signal
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is to be processed internally, the data processing system 102
can generate or select response data. The response data can
be audio-based or text-based. For example, the response data
can include one or more audio files that, when rendered,
provide an audio output or acoustic wave. The data within
the response data can also be referred to as content items.
The response data can include other content (e.g., text,
video, or image content) in addition to audio content.
Responsive to the determination that the audio input signal
is to be forwarded, the data processing system 102 can send
the audio input signal to the navigator service 106. The
navigator service 106 can parse the audio input signal to
identify a command to execute. The navigator service 106
can carry out the command and return a result of the
command to the data processing system 102 or the client
device 104.

[0038] The data processing system 102 and the navigator
service 106 each can include multiple, logically grouped
servers and facilitate distributed computing techniques. The
logical group of servers may be referred to as a data center,
server farm, or a machine farm. The servers can be geo-
graphically dispersed. A data center or machine farm may be
administered as a single entity, or the machine farm can
include a plurality of machine farms. The servers within
each machine farm can be heterogeneous—one or more of
the servers or machines can operate according to one or
more type of operating system platform. The data processing
system 102 and the navigator service 106 each can include
servers in a data center that are stored in one or more
high-density rack systems, along with associated storage
systems, located for example in an enterprise data center. In
this way, the data processing system 102 or the navigator
service 106 with consolidated servers can improve system
manageability, data security, the physical security of the
system, and system performance by locating servers and
high-performance storage systems on localized high-perfor-
mance networks. Centralization of all or some of the data
processing system 102 or navigator service 106 components,
including servers and storage systems, and coupling them
with advanced system management tools allows more effi-
cient use of server resources, which saves power and pro-
cessing requirements and reduces bandwidth usage. Each of
the components of the data processing system 102 can
include at least one processing unit, server, virtual server,
circuit, engine, agent, appliance, or other logic device such
as programmable logic arrays configured to communicate
with the data repositories 126 and 144 and with other
computing devices. The navigator service 106 can also
include at least one processing unit, server, virtual server,
circuit, engine, agent, appliance, or other logic device such
as programmable logic arrays configured to communicate
with a data repository and with other computing devices.

[0039] The data processing system 102 can include the
data repository 126. The data repository 126 can include one
or more local or distributed databases and can include a
database management system. The data repository 126 can
include computer data storage or memory and can store one
or more regular expressions 128, one or more parameters
130, one or more policies 132, response data 134, and
templates 136, among other data. The parameters 130,
policies 132, and templates 136 can include information
such as rules about a voice-based session between the client
devices 104 and the data processing system 102. The regular
expressions 128 can include rules about when the voice-
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based session between the client devices 104 and the data
processing system 102 is to include the navigation applica-
tion 110 and the navigator service 106. The regular expres-
sions 128, parameters 130, policies 132, and templates 136
can also include information for another digital assistant
application 108 received via the interface 112 from another
source (e.g., the data processing system 102 and the client
devices 104). The response data 134 can include content
items for audio output or associated metadata, as well as
input audio messages that can be part of one or more
communication sessions with the client devices 104.

[0040] The data processing system 102 can include at least
one computation resource or server. The data processing
system 102 can include, interface, or otherwise communi-
cate with at least one interface 112. The data processing
system 102 can include, interface, or otherwise communi-
cate with at least one instance of the digital assistant
application 108 on the data processing system 102. The
instance of the digital assistant application 108 on the data
processing system 102 can include, interface, or otherwise
communicate with at least one NLP component 114, at least
one audio signal generator component 122, and at least one
direct action handler component 120. The data processing
system 102 can include, interface, or otherwise communi-
cate with at least one response selector component 124. The
data processing system 102 can include, interface, or oth-
erwise communicate with at least one data repository 126.
The at least one data repository 126 can include or store, in
one or more data structures or databases, regular expressions
128, parameters 130, policies 132, response data 134, and
templates 136. The data repository 126 can include one or
more local or distributed databases, and can include a
database management.

[0041] The components of the data processing system 102
can each include at least one processing unit or other logic
device such as a programmable logic array engine or module
configured to communicate with the database repository 128
or 148. The components of the data processing system 102
can be separate components, a single component, or part of
multiple data processing systems 102. The system 100 and
its components, such as a data processing system 102, can
include hardware elements, such as one or more processors,
logic devices, or circuits.

[0042] The data processing system 102 can include an
interface 112. The interface 112 can be configured, con-
structed, or operational to receive and transmit information
using, for example, data packets. The interface 112 can
receive and transmit information using one or more proto-
cols, such as a network protocol. The interface 112 can
include a hardware interface, software interface, wired inter-
face, or wireless interface. The interface 112 can be a data
interface or a network interface that enables the components
of the system 100 to communicate with one another. The
interface 112 of the data processing system 102 can provide
or transmit one or more data packets that include the action
data structure, audio signals, or other data via the network
156 to the client devices 104 or the navigator service 106.
For example, the data processing system 102 can provide the
output signal from the data repository 126 or from the audio
signal generator component 122 to the client devices 104.
The data processing system 102 can also instruct, via data
packet transmissions, the client devices 104 to perform the
functions indicated in the action data structure. The output
signal can be obtained, generated, transformed to, or trans-
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mitted as one or more data packets (or other communica-
tions protocol) from the data processing system 102 (or
other computing device) to the client devices 104. The
interface 112 can facilitate translating or formatting data
from one format to another format. For example, the inter-
face 112 can include an application programming interface
(“API”) that includes definitions for communicating
between various components, such as software components.

[0043] The data processing system 102 can include an
application, script, or program installed at the client device
104, such as the instance of the digital assistant application
108 on the client device 104 to communicate input audio
signals to the interface 112 of the data processing system 102
and to drive components of the client computing device to
render output audio signals or visual output. The data
processing system 102 can receive data packets, a digital
file, or other signals that include or identify an input audio
signal (or input audio signals). The client device 104 can
detect the audio signal via the transducer 150 and convert the
analog audio signal to a digital file via an analog-to-digital
converter. For example, the audio driver can include an
analog-to-digital converter component. The pre-processor
component can convert the audio signals to a digital file that
can be transmitted via data packets over network 156.

[0044] The instance of the digital assistant application 108
of'the data processing system 102 can execute or run an NLP
component 114 to receive or obtain the data packets includ-
ing the input audio signal detected by the sensor 154 of the
client device 104. The data packets can provide a digital file.
The NLP component 114 can receive or obtain the digital file
or data packets comprising the audio signal and parse the
audio signal. For example, the NLP component 114 can
provide for interactions between a human and a computer.
The NLP component 114 can be configured with techniques
for understanding natural language and enabling the data
processing system 102 to derive meaning from human or
natural language input. The NL.P component 114 can include
or be configured with techniques based on machine learning,
such as statistical machine learning. The NLP component
114 can utilize decision trees, statistical models, or proba-
bilistic models to parse the input audio signal. The NLP
component 114 can perform, for example, functions such as
named entity recognition (e.g., given a stream of text,
determine which items in the text map to names, such as
people or places, and what the type of each such name is,
such as person, location (e.g., “home”), or organization),
natural language generation (e.g., convert information from
computer databases or semantic intents into understandable
human language), natural language understanding (e.g., con-
vert text into more formal representations such as first-order
logic structures that a computer module can manipulate),
machine translation (e.g., automatically translate text from
one human language to another), morphological segmenta-
tion (e.g., separating words into individual morphemes and
identify the class of the morphemes, which can be challeng-
ing based on the complexity of the morphology or structure
of the words of the language being considered), question
answering (e.g., determining an answer to a human-lan-
guage question, which can be specific or open-ended), or
semantic processing (e.g., processing that can occur after
identifying a word and encoding its meaning in order to
relate the identified word to other words with similar mean-

ings).
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[0045] The NLP component 114 can convert the input
audio signal into recognized text by comparing the input
signal against a stored, representative set of audio wave-
forms (e.g., in the data repository 126) and choosing the
closest matches. The set of audio waveforms can be stored
in data repository 126 or other database accessible to the
data processing system 102. The representative waveforms
are generated across a large set of users, and then may be
augmented with speech samples from the user. After the
audio signal is converted into recognized text, the NLP
component 114 matches the text to words that are associated,
for example via training across users or through manual
specification, with actions that the data processing system
102 can serve. The NLP component 114 can convert image
or video input to text or digital files. The NLP component
114 can process, analyze, or interpret image or video input
to perform actions, generate requests, or select or identify
data structures.

[0046] The data processing system 102 can receive image
or video input signals, in addition to, or instead of, input
audio signals. The data processing system 102 can process
the image or video input signals using, for example, image
interpretation techniques, computer vision, a machine learn-
ing engine, or other techniques to recognize or interpret the
image or video to convert the image or video to a digital file.
The one or more image interpretation techniques, computer
vision techniques, or machine learning techniques can be
collectively referred to as imaging techniques. The data
processing system 102 (e.g., the NLP component 114) can
be configured with the imaging techniques, in addition to, or
instead of, audio processing techniques.

[0047] The NLP component 114 can obtain the input audio
signal. From the input audio signal, the NLP component 114
can identify at least one request, at least one trigger keyword
corresponding to the request, and one or more keywords.
The request can indicate intent, digital components, or
subject matter of the input audio signal. The trigger keyword
can indicate a type of action likely to be taken. For example,
the NLP component 114 can parse the input audio signal to
identify at least one request to find a contact in an end user’s
contact list. The trigger keyword can include at least one
word, phrase, root or partial word, or derivative indicating
an action to be taken. For example, the trigger keyword
“search” or “find” from the input audio signal can indicate
a request to perform a query search. In this example, the
input audio signal (or the identified request) does not
directly express an intent for the query search, however the
trigger keyword indicates that query search is an ancillary
action to at least one other action that is indicated by the
request.

[0048] The NLP component 114 can parse the input audio
signal to identify, determine, retrieve, or otherwise obtain
the request and the trigger keyword. For instance, the NLP
component 114 can apply a semantic processing technique
to the input audio signal to identify the trigger keyword or
the request. The NLP component 114 can apply the semantic
processing technique to the input audio signal to identify a
trigger phrase that includes one or more trigger keywords,
such as a first trigger keyword and a second trigger keyword.
For example, the input audio signal can include the sentence
“Look up Alex’s phone number.” The NLP component 114
can determine that the input audio signal includes trigger
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keywords “Look up.” The NLP component 114 can deter-
mine that the request is for looking through the end user’s
contact list.

[0049] The NLP component 114 can determine whether
one or more keywords identified from the input audio signal
references one or more functions of the navigation applica-
tion 110. The one or more keywords identified from the input
audio signal can include an identifier for the navigation
application 110 (e.g., “GPS Navigator A”). The identifier for
the navigation application 110 can indicate which applica-
tion the end user would like to carry out the request. For
example, the text converted from the input audio signal can
include “Get me directions home using GPS Navigator A.”
In this input audio signal, the keywords “GPS Navigator A”
can be identifier for the navigation application 110 to carry
out the request indicated in the audio input signal. The NLP
component 114 can determine that the input audio signal
includes the identifier for the navigation application 110.
Based on determining that the input audio signal including
the identifier, the NL.P component 114 can determine that the
input audio signal references the navigation application 110.
Furthermore, the digital assistant application 108 can inter-
face with the navigation application 110 as detailed herein
below. Conversely, the NLP component 114 can determine
that the input audio signal does not include the identifier for
the navigation application 110. Based on determining that
the input audio signal does not include the identifier, the
NLP component 114 can determine that the input audio
signal does not reference the navigation application 110. In
addition, the digital assistant application 108 can process the
request indicated in the input audio signal.

[0050] The NLP component 114 can determine whether
one or more keywords identified from the input audio signal
references at least one function of the navigation application
110 using the regular expressions 128 for the navigation
application 110. The regular expression 128 can define a
pattern to match to determine whether the keywords iden-
tified from the input audio signal references the at least one
function of the navigation application 110. The regular
expression 128 can also specify which keywords to use to
carry out the command indicated in the input audio signal.
For example, the regular expression 128 may be of the form
{[request], [referential keywords], [auxiliary keywords]}.
For the keywords of the input audio signal to be determined
to reference the functions of the navigation application 110,
the regular expression 128 can specify that the one or more
keywords include a request for the navigation application
110 and one or more referential words used as parameters to
carry out the request. The regular expression 128 can specify
a sequence for the request and the referential keywords in
the one or more keywords identified from the input audio
signal.

[0051] The regular expression 128 can include a first set of
predefined keywords for the request corresponding to a
function of the navigation application 110. The first set of
predefined keywords can include a function identifier (e.g.,
“take”, “go”, “show”, “directions” and “find”). Each func-
tion identifier in the first set of predefined keywords can be
associated with one of the functions of the navigation
application 110. The regular expression 128 can include a
second set of predefined keywords for the one or more
referential words to use as parameters for the navigation
application 110 carry out the request corresponding to the
function. The second set of predefined keywords can include
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deictic words (e.g., “here,” “there,” “over there,” and
“across”). The second set of predefined keywords can also
include keywords associated with points of interest (e.g.,
“restaurant,” “hotel,” “café,” “gas station,” “park,” and
“airport”). The regular expression 128 can specify that
keywords identified in the input audio signal but not match
the first set of predefined keywords or the second set of
keywords are to be identified as auxiliary keywords. The
regular expression 128 can include a third set of predefined
keywords for the one or more auxiliary keywords. The third
set of predefined keywords can include keywords associated
with a display of the client device 104 or the viewport of the
navigation application 110 (e.g., “left corner,” “right cor-
ner,” “above,” and “middle”). Each keyword of the third set
can correspond to a subset area of the display of the client
device 104. The regular expression 128 can specify a
sequence for the request and the referential keywords in the
one or more keywords identified from the input audio signal.
The regular expression 128 can specify that responsive to
determining that the input audio signal includes one or more
keywords matching one of the first predefined set, at least
one of the remaining keywords are to be used as the one or
more parameters to carry out the request.

[0052] In determining whether the one or more keywords
reference at least one function of the navigation application
110, the NLP component 114 can compare the one or more
keywords against the regular expression 128. The NLP
component 114 can also compare one or more permutations
of keywords (e.g., n-grams) identified from the input audio
signal against the regular expression 128. The NLP compo-
nent 114 can compare the one or more keywords against the
first set of predefined keywords specified by the regular
expression 128. The NLP component 114 can determine that
there is no match between all the keywords with all of the
first set of predefined keywords. Responsive to determining
no match between all the keywords of the input audio signal
and any of the first set, the NLP component 114 can
determine that the input audio signal does not reference any
function of the navigation application 110. The NLP com-
ponent 114 can determine that the input audio signal instead
references one of the functions of the digital assistant
application 108. The digital assistant application 108 can
perform further processing with the keywords to carry out
the request.

[0053] On the other hand, in response to the determination
of'the match, the NLP component 114 can determine that the
input audio signal references at least one function of the
navigation application 110. The NLP component 114 can
identify the function identifier from the first set of predefined
keywords matching the at least one keyword corresponding
to the request. The NLP component 114 can determine a
request type corresponding to one of the functions of the
navigation guidance process of the navigation application
110. The navigation guidance processes of the navigation
application 110 can include a location finding operation and
a path routing operation. The request type can include the
location finding operation and the path routing operation.
The function identifier can be associated with one of the
request types. Based on the association of the function
identifier, the NLP component 114 can determine the request
type indicated by the request parsed from the input audio
signal.

[0054] The NLP component 114 can also identify one or
more referential keywords and auxiliary keywords from the
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keywords of the input audio signal to use as the one or more
parameters to carry out the request. The NLP component 114
can compare the one or more remaining keywords with the
second set of predefined keywords. The NLLP component 114
can determine a match between at least one keyword with at
least one of the second set of predefined keywords. In
response to the determination of the match, the NLP com-
ponent 114 can identify the at least one keyword as at least
one of the referential keywords to use to carry out the
request. The NLP component 114 can also perform semantic
analysis to identify one or more keywords to use as the
referential keywords and auxiliary keywords for the navi-
gation application 110 to carry out the request. The semantic
analysis can include deixis and anaphora analysis to identify
the referential keywords. The NLP component 114 can
identify one or more remaining keywords identified from the
input audio signal besides the request and the referential
keywords as auxiliary keywords. The NLP component 114
can compare the one or more remaining keywords with the
third set of predefined keywords. The NLP component 114
can determine a match between at least one keyword with at
least one of the third set of predefined keywords. In response
to the determination of the match, the NLP component 114
can identify the at least one keyword as at least one of the
auxiliary keywords. Based on the identification of the
request and the referential keywords from the input audio
signal, the NLP component 114 can determine that the input
audio signal references the function of the navigation appli-
cation 110. For example, for the input audio signal “Take me
to store ABC shown in the corner”, the NLP component 114
can determine that the input audio signal references the
functionalities of the navigation application 110 based on the
inclusion both “take me” and “store ABC.” In this example,
using the regular expression 128 and semantic analysis
techniques, the NLP component 114 can determine “take
me” as the request, “store ABC” as a referential keyword to
carry out the request, and “shown in corner of screen” as
auxiliary keywords.

[0055] The data processing system 102 can execute or run
an instance of the navigation interface component 116. In
response to determining that the input audio signal refer-
ences at least one function of the navigation application 110,
the navigation interface component 116 can access the
navigation application 110 executing on the client device
104 or the navigator service 106. The navigation interface
component 116 can access the navigation application 110 in
accordance with an application programming interface
(API) that includes definitions for communicating between
the digital assistant application 108 and the navigation
application 110. The navigation interface component 116
can invoke a function call defined by the API to access the
navigation application 110. The navigation interface com-
ponent 116 can identify the navigation application 110
associated with the digital assistant application 108 through
the common login (e.g., account identifier and authentica-
tion credentials), location, network, or other linking data.
For example, the end user may have used the same account
and login details for the digital assistant application 108 and
the navigation application 110. By accessing, the navigation
interface component 116 can retrieve data from the naviga-
tion application 110. The data can be related or correspond
to contents of the portion of the vector-based map 146
visible through the viewport of the navigation application
110.

Aug. 13,2020

[0056] Prior to accessing, the navigation interface com-
ponent 116 can also determine whether the data was previ-
ously received from the navigation application 110. The
digital assistant application 108 may already have accessed
the navigation application 110 in response to the previously
received input audio signals. The previously received data
can be maintained on the client device 104 (e.g., on the
memory). The navigation interface component 116 can
identify the previously received data and a receipt time of
the previously received data. The navigation interface com-
ponent 116 can also identify the current time corresponding
to the time of receipt of the current input audio signal. The
navigation interface component 116 can compare a time
elapsed between the receipt time and the current time to a
defined threshold time. Responsive to determining that the
elapsed time is greater than the defined threshold time, the
navigation interface component 116 can proceed to access
the navigation application 110. Otherwise, responsive to
determining that the elapsed time is less than the defined
threshold time, the navigation interface component 116 can
retrieve and use the previously received data from the
navigation application 110.

[0057] In accessing the navigation application 110, the
navigation interface component 116 can determine whether
the client device 104 that received the input audio signal
referencing the at least one function of the navigation
application 110 is running or has an instance of the naviga-
tion application 110. The navigation application 110
accessed by the navigation interface component 116 can be
running or present on a client device 104 different from the
client device 104 that received the input audio signal.
Responsive to determining that the client device 104 is
running or has the navigation application 110, the navigation
interface component 116 can access the navigation applica-
tion 110 on the same client device 104. On the other hand,
responsive to determining that the client device 104 is not
running or lacks the navigation application 110, the naviga-
tion interface component 116 can identify another client
device 104 running the navigation application 110. The
navigation interface component 116 can identify another
client device 104 associated with the client device 104 that
received the input audio signal through the common login
(e.g., account identifier and authentication credentials), loca-
tion, network, or other linking data. The navigation interface
component 116 can determine that the other client device
104 is running or has an instance of the navigation appli-
cation 110. The navigation interface component 116 can
access the navigation application 110 running or present on
the other client device 104 associated with the client device
104 that received the input audio signal. The navigation
interface component 116 can send or transmit an access
request to the navigation application 110 running on the
client device 104 or the navigator service 106. The access
request can include the linking data for the digital assistant
application 108 and the navigation application 110.

[0058] The data processing system 102 or the navigator
service 106 can execute or run an instance of the digital
assistant interface component 138 of the navigation appli-
cation 110. The digital assistant interface component 138
can identify the navigation interface component 116 access-
ing the navigation application 110. In response to the iden-
tification of the access, the digital assistant interface com-
ponent 138 can identify a set of point locations within the
reference frame corresponding to the portion of the vector-
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based map 146 displayed in the viewport of the navigation
application 110. As discussed above, each point location can
correspond to one of the artificial features and natural
features, can be associated with a geographic coordinate,
and can have at least one identifier. To identify the set of
point locations, the digital assistant interface component 138
can identify the portion of the vector-based map 146 visible
or displayed in the viewport of the navigation application
110. The portion of the vector-based map 146 may be
smaller than an entirety of the vector-based map 146, and
can correspond to a geographic region displayed in the
viewport of the navigation application 110. The digital
assistant interface component 138 can identify dimensions
and coordinates of the portion of the vector-based map 146
visible through the viewport of the navigation application
110. The coordinates can define the portion of the vector-
based map 146 visible through the viewport of the naviga-
tion application 110, such as top-left coordinates and bot-
tom-right coordinates. The coordinates can correspond to
the geographic coordinates on a geographic map. The por-
tion of the vector-based map 146 can correspond to the
reference frame for the instance of the navigation applica-
tion 110 running on the client device 104.

[0059] The digital assistant interface component 138 can
set or identify the portion of vector-based map 146 visible
through the viewport as the reference frame for the naviga-
tion application 110 running on the client device 104. The
reference frame can correspond to dimensions, coordinates,
and other measures of the vector-based map 146 displayed
in the viewport of the navigation application 110, and can be
particular to the end user of the client device 104. Using the
dimension and coordinates of the portion of the vector-based
map 146 visible through the viewport, the digital assistant
interface component 138 can identify dimensions and coor-
dinates defining the portion of the reference frame. The
coordinates can correspond to the coordinates on the refer-
ence frame such as top-left coordinates and bottom-right
coordinates. The digital assistant interface component 138
can compare the geographic coordinates of each point
location with the dimensions and coordinates identified for
the portion of the vector-based map 146 displayed in the
viewport. Based on the comparison, the digital assistant
interface component 138 can select or identify the set of
point locations within the reference frame corresponding to
the portion of the vector-based map 146 visible through the
viewport. The digital assistant interface component 138 can
provide the set of point locations to the navigation interface
component 116 of the digital assistant application 108.

[0060] The digital assistant interface component 138 can
provide display information regarding the viewport of the
navigation application 110 to the navigation interface com-
ponent 116 of the digital assistant application 108. The
digital assistant interface component 138 can provide the
dimensions and coordinates of the portion of the vector-
based map 146 visible through the view port to the naviga-
tion interface component 116 of the digital assistant appli-
cation 108. The digital assistant interface component 138
can identify the dimensions of the viewport of the navigation
application 110 itself. The dimensions of the viewport can be
defined using a number of pixels in width versus height. The
digital assistant interface component 138 can provide the
dimensions of the viewport of the navigation application 110
to the navigation interface component 116 of the digital
assistant application 108.
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[0061] In conjunction with identifying the set of point
locations, the digital assistant interface component 138 can
identify a current location of the client device 104 within the
portion of the vector-based map 146 visible through the
viewport of the navigation application 110. The digital
assistant interface component 138 can access a geographic
positioning system (GPS) interface. The GPS interface can
in turn communicate with a GPS satellite to identify or
receive current geographic coordinates of the client device
104 running the navigation application 110. The GPS inter-
face can convert the geographic coordinates of the client
device 104 received from the GPS satellite to a location
identifier on the vector-based map 146. The location iden-
tifier can be an index assigned to the geographic coordinate
of the physical world to the vector-based map 146. The
conversion of the geographic coordinates to the location
identifiers can be in accordance to set mapping or function.
Once converted, the digital assistant interface component
138 can provide the location identifier of the client device
104 to the navigation interface component 116 of the digital
assistant application 108. The digital assistant interface
component 138 can also provide the location identifier for
each identified point location to the navigation interface
component 116.

[0062] The digital assistant interface component 138 can
also identify another set of point locations outside the
portion of the vector-based map 146 visible or displayed in
the viewport of the navigation application 110. The naviga-
tion application 110 can be performing the path routing
operation of the navigation guidance process to determine a
path from a start location to a destination location on the
vector-based map 146, when the input audio signal is
received. The destination location and the designated loca-
tion can correspond to a location on the vector-based map
146 outside the portion of the vector-based map 146 outside
the viewport of the navigation application 110. The digital
assistant interface component 138 can identify the destina-
tion location from the path routing operation. The digital
assistant interface component 138 can determine a portion of
the vector-based map 146 within a defined proximity (e.g.,
1 km to 5 km) about the destination location. The portion of
the vector-based map 146 within the defined proximity can
be defined using dimensions and coordinates to include the
destination location. The portion of the vector-based map
146 within the defined proximity can have a size equal to the
portion of the vector-based map 146 currently displayed in
the viewport of the navigation application 110. The digital
assistant interface component 138 can set or identify the
portion of the vector-based map 146 within the defined
proximity about the destination location as the part of the
reference frame.

[0063] Using the dimension and coordinates of the portion
of the vector-based map 146 within the defined proximity
about the destination location, the digital assistant interface
component 138 can identify dimensions and coordinates
defining the portion of the reference frame. The coordinates
can correspond to the coordinates on the reference frame
such as the top-left and bottom-right coordinates on the
vector-based map 146. The digital assistant interface com-
ponent 138 can compare the geographic coordinates of each
point location with the dimensions and coordinates identi-
fied for the portion of the vector-based map 146. Based on
the comparison, the digital assistant interface component
138 can select or identify the set of point locations within the
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reference frame corresponding to the portion of the vector-
based map 146 within the defined proximity about the
destination location. The digital assistant interface compo-
nent 138 can provide the set of point locations to the
navigation interface component 116 of the digital assistant
application 108. In providing the set of point locations, the
digital assistant interface component 138 can label the point
locations as corresponding to portions of the vector-based
map 146 visible through the viewport or not visible through
the viewport of the navigation application 110.

[0064] Inresponse to identification of the navigation inter-
face component 116 accessing the navigation application
110, the digital assistant interface component 138 can iden-
tify a set of search terms received by the navigation appli-
cation 110. The search terms can include one or more
keywords previously received by the navigation application
110 in performing the navigation guidance process, such as
the functionalities performed by the location finder compo-
nent 140 or the path router component 142. For example, the
end user of the navigation application 110 may have previ-
ously typed “stationery stores” to look for stationary stores
in the vicinity. In another example, the navigation 110 may
have previously received the query “Tower ABC” converted
from an input audio signal by the NLP component 114 to
find the named tower. Previously received search terms can
be stored and maintained on the navigation application 110.
Each search term can also be associated or indexed by a
receipt timestamp indicating when the search term was
received by the navigation application 110. The digital
assistant interface component 138 can select or identity the
set of search terms previously received by the navigation
application 110 within a defined time window prior to the
receipt of the input audio signal by the digital assistant
application 108. The defined time window can range from
15 minutes to 2 hours. The digital assistant interface com-
ponent 138 can identify a time of receipt of the input audio
signal or a time of the navigation interface component 116
accessing the navigation application 110. The digital assis-
tant interface component 138 can compare the receipt time-
stamps of the search terms with the time of receipt of the
input audio signal or access and the defined time window.
The digital assistant interface component 138 can identify or
select the set of search terms with receipt timestamps within
the defined time window of the time of receipt of the input
audio signal or access.

[0065] The data processing system 102 can execute or run
an instance of the geolocation sensing component 118 of the
digital assistant application 108 or the navigation application
110. The navigator service 106 can execute or run an
instance of the geolocation sensing component 118 of the
navigation application 110. In response to determining that
the input audio signal references at least one function of the
navigation application 110, the geolocation sensing compo-
nent 118 can retrieve data acquired from at least one sensor
154 of the client device 104 running the digital assistant
application 108. The sensors 154 accessed by the geoloca-
tion sensing component 118 can include the inertial motion
unit, the accelerometer, the gyroscope, the motion detector,
the GPS sensor, and the location sensor, among others.
Using the retrieved data, the geolocation sensing component
118 can determine or identify a direction of travel, a posi-
tion, and a speed, among other measures of the client device
104 running the digital assistant application 108. The geo-
location sensing component 118 can further determine a
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change in the direction of travel, the position, and the speed,
among measures of the client device 104 running the digital
assistant application 108 using multiple measurements. The
change can be relative to one or more previous measure-
ments sampled at a defined interval. The geolocation sensing
component 118 can determine or identify a direction of
travel, a position, and a speed, among other measures of the
client device 104 running the navigation application 110.
The geolocation sensing component 118 can further deter-
mine a change in the direction of travel, the position, and the
speed, among measures of the client device 104 running the
navigation application 110 using multiple measurements.
The change can be relative to one or more previous mea-
surements sampled at a defined interval.

[0066] Using the measurements identified by the geoloca-
tion sensing component 118, the digital assistant interface
component 138 can identify another set of point locations of
the portion of the vector-based map 146 previously dis-
played in the viewport of the navigation application 110. The
digital assistant interface component 138 can identify a
previously displayed portion of the vector-based map 146
based on the one or more measurements direction of travel,
the speed, and the position from the geolocation sensing
component 118. The digital assistant interface component
138 can also identify the currently displayed portion of the
vector-based map 146. Using the change in the direction of
travel, the position, and the speed and the currently dis-
played portion of the vector-based map 146, the digital
assistant interface component 138 can determine the previ-
ously displayed portion of the vector-based map 146. The
change in the direction of travel, the position, and the speed
can be relative to a time at a defined length (e.g., 15 seconds
to 3 minutes) prior to the present. From the currently
displayed portion of the vector-based map 146, the digital
assistant interface component 138 can shift to another por-
tion of the vector-based map 146 based on the change from
previously measured position. Once shifted, the digital assis-
tant interface component 138 can identify the previously
displayed portion of the vector-based map 146.

[0067] The digital assistant interface component 138 can
set or identify the previously displayed portion of the
vector-based map 146 as part of the reference frame as the
currently displayed portion of the vector-based map 146.
Once set, one portion of the reference frame can correspond
to the currently displayed portion of the vector-based map
146 and another portion of the reference frame can corre-
spond to the previously displayed portion of the vector-
based map 146. The digital assistant interface component
138 can identify dimensions and coordinates of the previ-
ously displayed portion of the vector-based map 146. The
coordinates can correspond to the coordinates on the refer-
ence frame such as the top-left and bottom-right coordinates
on the vector-based map 146. The digital assistant interface
component 138 can compare the geographic coordinates of
each point location with the dimensions and coordinates
identified for the previously displayed portion of the vector-
based map 146. Based on the comparison, the digital assis-
tant interface component 138 can select or identify the set of
point locations within the reference frame corresponding to
the previously displayed portion of the vector-based map
146. The digital assistant interface component 138 can
provide the set of point locations to the navigation interface
component 116 of the digital assistant application 108.
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[0068] In addition, the digital assistant interface compo-
nent 138 can identify a to-be displayed portion of the
vector-based map 146 based on the one or more measure-
ments direction of travel, the speed, and the position from
the geolocation sensing component 118. The digital assistant
interface component 138 can also identify the currently
displayed portion of the vector-based map 146. Using the
change in the direction of travel, the position, and the speed
and the currently displayed portion of the vector-based map
146, the digital assistant interface component 138 can deter-
mine the to-be displayed portion of the vector-based map
146. The change in the direction of travel, the position, and
the speed can be relative to a time at a defined length (e.g.,
15 seconds to 3 minutes) prior to the present. Using the
change in the direction of travel, the position, and the speed,
the digital assistant interface component 138 can determine
a predicted direction of travel, position, and speed. From the
currently displayed portion of the vector-based map 146, the
digital assistant interface component 138 can shift to another
portion of the vector-based map 146 based on the predicted
direction of travel, position, and speed. Once shifted, the
digital assistant interface component 138 can identify the
to-be displayed portion of the vector-based map 146.

[0069] The digital assistant interface component 138 can
set or identify the to-be displayed portion of the vector-based
map 146 as part of the reference frame as the currently
displayed portion of the vector-based map 146. Once set,
one portion of the reference frame can correspond to the
currently displayed portion of the vector-based map 146 and
another portion of the reference frame can correspond to the
to-be displayed portion of the vector-based map 146. The
digital assistant interface component 138 can identify
dimensions and coordinates of the to-be displayed portion of
the vector-based map 146. The coordinates can correspond
to the coordinates on the reference frame such as the top-left
and bottom-right coordinates on the vector-based map 146.
The digital assistant interface component 138 can compare
the geographic coordinates of each point location with the
dimensions and coordinates identified for the to-be dis-
played portion of the vector-based map 146. Based on the
comparison, the digital assistant interface component 138
can select or identify the set of point locations within the
reference frame corresponding to the to-be displayed portion
of the vector-based map 146. The digital assistant interface
component 138 can provide the set of point locations to the
navigation interface component 116 of the digital assistant
application 108.

[0070] With the retrieval of the data from the navigation
application 110, the NLP component 114 can disambiguate
or identify one or more point location from the set of point
locations within the reference frame based on the one or
more referential keywords and the identifiers for the set of
point locations. The NLP component 114 can determine a
correlation between the one or more keywords and the
identifiers for the set of point locations to identify the point
locations using a semantic knowledge graph (sometimes
referred to as a semantic graph or semantic network). The
semantic knowledge graph can include a set of nodes
connected to one another via vertices. Each node can cor-
respond to a keyword or phrase. Each vertex can specify a
semantic distance between two nodes. The semantic dis-
tance can represent or correspond to a semantic similarity or
relatedness measure between the words or phrases of the
nodes. For each point location of the set, the NLP compo-
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nent 114 can calculate or determine a semantic distance
between the corresponding identifier for the point location
and the one or more referential keywords using the semantic
knowledge graph. As previously discussed, the identifier can
include a name or a category type. In the semantic knowl-
edge graph, the NLP component 114 can identify the node
corresponding to the referential keyword and the node
corresponding to the identifier for the point location. The
NLP component 114 can then determine the semantic dis-
tance between the two nodes. The NLP component 114 can
identify the one or more point locations based on the
semantic distances between the referential words and the
identifiers of the set of point locations. Having determined
the semantic distances using the semantic knowledge graph,
the NLP component 114 can identify the point location with
the lowest semantic distance with the one or more referential
keywords. To identify multiple point locations, the NLP
component 114 can identify the one or more point locations
with the lowest n semantic distances from the referential
keywords.

[0071] Using the semantic knowledge graph, the NLP
component 114 can also determine whether the referential
keywords refer to any of the point locations within the
reference frame. The NLP component 114 can compare the
semantic distance between each referential keyword and the
identifier for each point location to a threshold distance. The
threshold distance can indicate the maximum semantic dis-
tance at which the NLP component 114 can determine that
referential keyword refers to the identifier in the semantic
knowledge graph. The NLP component 114 can determine at
least one semantic distance between one of the referential
keywords and one of the identifiers is less than or equal to
the threshold distance. Responsive to the determination that
at least one semantic distance is less than or equal to the
threshold distance, the NLP component 114 can determine at
least one referential keyword refers to one of the point
locations within the reference frame. Conversely, the NLP
component 114 can determine that all the semantic distances
are greater than the threshold distance. Responsive to the
determination that all the semantic distances are greater than
the threshold distance, the NLP component 114 can deter-
mine that the referential keywords do not refer to any point
locations within the reference frame.

[0072] The NLP component 114 can also identify the one
or more point locations using semantic analysis techniques,
such as word-sense disambiguation, discourse referent
analysis, and deictic analysis, among others. The NLP
component 114 can determine whether to use the semantic
analysis techniques based on the semantic distances deter-
mined using the semantic knowledge graph. The NLP com-
ponent 114 can compare the semantic distances between the
referential keywords and the identifiers of the point location
to a threshold distance. The NLP component 114 can deter-
mine that a set percentage of the semantic distances (e.g.,
above 90%) are greater than the threshold. The relatively
high semantic distances may indicate that semantic knowl-
edge graph may be ineffective at disambiguating among the
identifiers for the point locations. In response to the deter-
mination, the NLP component 114 can use the semantic
analysis techniques to identify the one or more point loca-
tions. For each point location of the set the NLLP component
114 can apply the semantic analysis technique to calculate or
determine an indexical measure between the corresponding
identifier for the point location and the referential keywords.
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The indexical measure can indicate a likelihood that the
referential keyword parsed from the input audio signal
references or denotes the identifier for the point location.
Having determined the indexical measures, the NLP com-
ponent 114 can identify the point location with the greatest
indexical measure with the one or more referential key-
words. To identify multiple point locations, the NLP com-
ponent 114 can identify the one or more point locations with
the greatest n indexical measures in relation to the referential
keywords.

[0073] Using the indexical analysis techniques, the NLP
component 114 can also determine whether the referential
keywords refer to any of the point locations within the
reference frame. The NLP component 114 can compare the
indexical measures between each referential keyword and
the identifier for each point location to a threshold measure.
The threshold measure can indicate the maximum indexical
measure at which the NLP component 114 can determine
that referential keyword refers to the identifier. The NLP
component 114 can determine at least one indexical measure
between one of the referential keywords and one of the
identifiers is less than or equal to the threshold measure.
Responsive to the determination that at least one indexical
measure is less than or equal to the threshold measure, the
NLP component 114 can determine at least one referential
keyword refers to one of the point locations within the
reference frame. Conversely, the NLP component 114 can
determine that all the indexical measures are greater than the
threshold measure. Responsive to the determination that all
the indexical measures are greater than the threshold mea-
sure, the NLP component 114 can determine that the refer-
ential keywords do not refer to any point locations within the
reference frame.

[0074] The NLP component 114 can use the set of search
terms previously received by the navigation application 110
to identify the one or more point locations from the set of
point locations. For each point location of the set, the NLP
component 114 can calculate or determine a semantic dis-
tance between the corresponding identifier for the point
location and the one or more search terms. In the semantic
knowledge graph, the NLP component 114 can identify the
node corresponding to the search term and the node corre-
sponding to the identifier for the point location. The NLP
component 114 can then determine the semantic distance
between the two nodes. The NLP component 114 can select
a subset of point locations based on the semantic distances
between the search terms and the identifiers of the set of
point locations. From the set of point locations retrieved
from the navigation application 110, the NLLP component
114 can select the subset of point locations with the lowest
n semantic distances from the referential keywords. From
the subset of point locations, the NLP component 114 can
identify the one or more point locations using the function-
alities detailed herein above.

[0075] Using the measurements from the geolocation
sensing component 118, the NLP component 114 can iden-
tify the one or more point locations from the set. As
discussed above, the geolocation sensing component 118
can determine or identify a direction of travel, a position,
and a speed, among other measures of the client device 104
running the digital assistant application 108 or the naviga-
tion application 110. The NLP component 114 can identify
or select a subset of point locations from the set based on the
measurements from the geolocation sensing component 118.
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The NLP component 114 can identify the geographic coor-
dinates of each point location retrieved from the navigation
application 110. The NLP component 114 can compare the
geographic coordinates of the set of point locations with the
position of the client device 104. The NLP component 114
can identify the subset of location points with geographic
coordinates within a defined proximity (e.g., within 1 to 3
km) of the position of the client device 104. From the subset,
the NLP component 114 can use the direction of travel to
select a smaller subset of point locations. The NLP compo-
nent 114 can select or identify the smaller subset of point
locations with geographic coordinates along the direction of
travel and exclude the point locations opposite of the direc-
tion of travel. For example, the NLP component 114 can
select the point locations north within 2 km of the client
device 104, when the client device 104 is measured travel-
ling northward. From the smaller subset of point locations,
the NLP component 114 can identify the one or more point
locations using the functionalities detailed herein above.

[0076] The NLP component 114 can use the location
identifier of the client device 104 and the location identifiers
of the point locations to identify the one or more point
locations from the set. The NLP component 114 can com-
pare the location identifier for the client device 104 to the
location identifiers of the point locations in the set. For each
point location, the NLP component 114 can determine
whether the location identifier of the point location is within
a defined proximity (e.g., less than 1 km to 3 km) of the
location identifier for the client device 104. The NLP
component 114 can select the subset of point locations with
location identifiers within the defined proximity of the
location identifier of the client device 104. From the subset
of point locations, the NLP component 114 can identify the
one or more point locations using the functionalities detailed
herein above.

[0077] In identifying the one or more point locations, the
NLP component 114 can search for other keywords related
to the referential keywords identified in the input audio
signal. The NLP component 114 can automatically generate
the expanded entity based on content or preferences the data
processing system 102 received from the client device 104.
The NLP component 114 can generate the expanded entity
based on content or preferences the data processing system
102 requests from the client device 104 in a subsequent
audio-based input request. Based on the content or prefer-
ences received by the data processing system 102, the NLP
component 114 can search for additional keywords related to
the referential keywords to identify the one or more point
locations. For example, the input audio signal can include
“0k, let’s go home,” and the NLP component 114 may have
identified “home” as a referential keyword. The end user of
the client device 104 may have previously provided the data
processing system 102 running the digital assistant applica-
tion 108 with the end user’s home address. In this example,
the NLP component 114 can retrieve the location identifier
for the end user’s home address, and compare with the
location identifiers of the point locations retrieved from the
navigation application 110. By comparing the location iden-
tifiers, the NLP component 114 can identify the point
location corresponding to the referential keyword of
“home.”

[0078] The NLP component 114 can identify the one or
more point locations from the set based on further analysis
of the referential keywords. The NLP component 114 can
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determine or identify which portion of the vector-based map
146 the referential keyword is referencing. As discussed
above, the navigation interface component 116 can access
the navigation application 110 to retrieve the point locations
of a portion of the vector-based map 146 visible through the
viewport. The navigation interface component 116 can
access the navigation application 110 to access another
portion of the vector-based map 145 about the proximity
outside the viewport about the destination location. The
point locations can be labeled as visible within the viewport
or outside the viewport. The NLP component 114 can
perform semantic analysis techniques to determine whether
the referential keyword is a proximal word or a distal word.
The proximal word can denote a point location nearby, and
can correlate to one of the point locations in the portion of
the vector-based map 146 visible through the viewport of the
navigation application 110. The distal word can denote a
point location afar, and can correlate to one of the point
locations in the portion of the vector-based map 146 outside
the viewport of the navigation application 110. The NLP
component 114 can compare the one or more referential
keywords to a set of predefined proximal words (e.g.,
“here,” “nearby,” and “close by”) and to a set of predefined
distal words (e.g., “by the destination,” “over there,” “along,
). The NLP component 114 can determine that the refer-
ential word is a proximal word. In response to the determi-
nation, the NLP component 114 can select or identify a
subset of point locations corresponding to the point locations
on the portion of the vector-based map 146 visible through
the viewport. The NLP component 114 can determine that
the referential word is a distal word. In response to the
determination, the NLP component 114 can select or identify
a subset of point locations corresponding to the point
locations on the portion of the vector-based map 146 outside
the viewport. From the subset of point locations, the NLP
component 114 can identify the one or more point locations
using the functionalities detailed herein above.

[0079] The NLP component 114 can identify the one or
more point locations from the set of point locations within
the reference frame using the one or more auxiliary key-
words parsed from the input audio signal. As discussed
above, the auxiliary keywords may be the keywords parsed
from the input audio signal besides the request and the one
or more referential keywords, and can correspond to key-
words referencing the display of the client device 104. In
identify the keyword parsed from the input audio signal as
an auxiliary keyword, the NLP component 114 can identify
a subset area of the viewport of the navigation application
110 or the display of the client device 104 running the
navigation application 110 for the auxiliary keyword. As
described previously, each keyword in the third set of
predefined keywords used to identify the auxiliary keyword
can correspond or be associated with the subset area of the
viewport of the navigation application 110. For example, the
auxiliary keyword “top-left corner” can correspond to a top
left quadrant of the viewport of the navigation application
110. The subset area of the viewport of the navigation
application 110 can be defined using pixel coordinates (e.g.,
length by width). The NLP component 114 can identify or
determine a subset area of the portion of the vector-based
map 146 visible through the viewport corresponding to the
subset area associated with the auxiliary keywords. The NLP
component 114 can convert the pixel coordinate defined for
the subset area of the viewport associated with the auxiliary
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keywords to the dimensions and coordinates for the portion
of the vector-based map 146 visible through the viewport.
[0080] Using the dimensions and the coordinates for the
subset area of the portion of the vector-based map 146
corresponding to the subset area of the viewport associated
with the auxiliary keywords, the NLP component 114 can
select or identify a subset of point locations. The NLP
component 114 can compare the geographic coordinates of
each point location with the dimensions and coordinates.
Based on the comparison, the NLP component 114 can
select or identify the point locations inside the subset area of
the portion of the vector-based map 146. From the subset of
point locations, the NLP component 114 can identify the one
or more point locations using the functionalities detailed
herein above.

[0081] The NLP component 114 can use previously
received input audio signals in identifying the one or more
point locations from the set. The NLP component 114 can
store and maintain input audio signals determined to refer-
ence at least one function of the navigation application 110.
The NLP component 114 can also store and maintain the one
or more keywords parsed from the previously received input
audio signals determined to reference at least one function of
the navigation application 110. The NLP component 114 can
identify a time elapsed since receipt of each stored input
audio signal. For each input audio signal, the NLP compo-
nent 114 can determine whether the elapsed time is greater
than or equal to a defined threshold time (e.g., 15 seconds to
60 minutes). The NLP component 114 can identify a set of
previously received input audio signals with elapsed time
less than the defined threshold time. For each in the set, the
NLP component 114 can parse the input audio signal to
identify the one or more referential keywords using func-
tionalities described herein above.

[0082] Using the referential keywords from the previous
input audio signal, the NLP component 114 can select or
identify a subset of point locations from the set of point
locations. The NLP component 114 can determine a match
between the referential keywords from the previous input
audio signal and the referential keywords from the current
input audio signal. Based on the match, the NLP component
114 can adjust (e.g., by decreasing) the semantic distance
between the referential keyword corresponding to the match
and the identifier of the point location. For example, both the
previous and the current input audio signal can include the
referential word “restaurant.” Having determined the match,
the NLP component 114 can decrease the semantic distance
between the referential word “restaurant” and the identifier,
thereby increasing the likelihood that the point locations
corresponding to restaurants is selected.

[0083] The NLP component 114 can also use the semantic
analysis techniques to calculate or determine an indexical
measure between the referential words of the current input
audio signal with the referential words of the previously
received input audio signals. The semantic analysis tech-
niques can include word-sense disambiguation, discourse
referent analysis, and deictic analysis, among others. For
each of the referent words of the previously received input
audio signals, the NLP component 114 can calculate or
determine the indexical measure. As discussed previously,
the indexical measure can indicate a likelihood that the
referential keyword parsed from the input audio signal
references or denotes the identifier for the point location.
Having determined the indexical measures, the NLP com-
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ponent 114 can identify the referential word from the
previously received input audio signal with the greatest
indexical measure with the one or more referential key-
words. To identify multiple point locations, the NLP com-
ponent 114 can identify the one or more referential words
from the previously received input audio signal with the
greatest n indexical measures in relation to the referential
keywords of the current input audio signal. With the iden-
tification, the NLP component 114 can use the one or more
referential keywords from the previously received input
audio signals to select the subset of point locations.

[0084] For each point location of the set, the NLP com-
ponent 114 can calculate or determine a semantic distance
between the corresponding identifier for the point location
and the one or more referential keywords from the previ-
ously received input audio signal. In the semantic knowl-
edge graph, the NLP component 114 can identify the node
corresponding to the referential keywords and the node
corresponding to the identifier for the point location. The
NLP component 114 can then determine the semantic dis-
tance between the two nodes. The NLP component 114 can
select a subset of point locations based on the semantic
distances between the referential keywords and the identi-
fiers of the set of point locations. From the set of point
locations retrieved from the navigation application 110, the
NLP component 114 can select the subset of point locations
with the lowest n semantic distances from the referential
keywords. From the subset of point locations, the NLP
component 114 can identify the one or more point locations
using the functionalities detailed herein above.

[0085] The data processing system 102 can execute or run
an instance of the direct action handler component 120. The
direct action handler component 120 can execute scripts or
programs based on input received from the NLP component
114. The navigator service 106 can provide the scripts or
programs. The navigator service 106 can make the scripts or
programs available to the data processing system 102
through the API. The direct action handler component 120
can determine parameters or responses to input fields and
can package the data into an action data structure. The action
data structure can be provided to the data processing system
102 through the API. The direct action handler component
120 can transmit the action data structure to the navigation
application 110 for fulfillment or the data processing system
102 can fulfill the instructions of the action data structure.

[0086] The direct action handler component 120 can gen-
erate or select data structure for the actions of a thread or
conversations based on the request and the referential key-
words parsed from the input audio signal. As described
above the NLP component 114 can determine that the input
audio signal references the navigation application 110 and
which function of the navigation application 110. The action
data structure can include information for the navigation
application 110 to complete the request. The information can
include the request type corresponding to one of the func-
tions of the navigation application 110 indicated in the input
audio signal. The information can include one or more
parameters to carry out the function of the navigation
application 110 corresponding to the function type. The one
or more parameters can include the one or more point
locations identified using the referential keywords and aux-
iliary keywords parsed from the input audio signal. The one
or more parameters can include the identifiers for the one or
more identified point locations. The one or more parameters
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can include linking data for the digital assistant application
108 or the navigation application 110 running on the client
device 104, such as an account identifier and authentication
credentials. The direct action handler component 120 can
also invoke or call the navigation application 110 using the
request. The direct action handler component 120 can pack-
age the request into an action data structure for transmission
as another request (also sometimes referred to as a message)
to the navigator service 106.

[0087] The direct action handler component 120 can
retrieve at least one template 136 from the data repository
126 to determine which fields to include into the action data
structure for the navigation application 110. The direct
action handler component 120 can retrieve the template 136
to obtain information for the fields of the data structure.
Using the request type and the one or more parameters, the
direct action handler component 120 can populate the fields
from the template 136 to generate the action data structure.
The template 136 can be set or configured for the navigation
application 110 or the navigation service 106 for creation of
the action data structure. For example, the template 136 for
the navigation application 110 can be of the following form:
[account identifier], [authentication credentials], [request
type], [parameters]1. In populating the template 136 for the
navigation application 110, the direct action handler com-
ponent 120 can identify and insert the account identifier, the
authentication credentials, the request type (or function
identifier), and the one or more parameters, among other
information.

[0088] Responsive to determining that at least one refer-
ential keyword references one of the point locations within
the reference frame, the direct action handler component 120
can set the one or more parameters to include the identifiers
of the point locations, coordinates of the client device 104,
and location identifiers of the point locations, among other
data. The identifiers included in the parameters may include
the identifiers for the point locations identified using the
referential keyword. The one or more parameters can also
include an indicator that at least one referential keyword
references one of the point locations within the reference
frame. Responsive to determining that the referential key-
words do not reference any of the point locations within the
reference frame, the direct action handler component 120
can set the one or more parameters to include the coordinates
of'the client device 104 and the referential keywords, among
others. The one or more parameters can also include an
indicator that the referential keywords do not reference any
of the point locations within the reference frame.

[0089] The direct action handler component 120 can
expand the entities to convert the entities into a format that
the navigator service 106 for a given field of the action data
structures for the navigator service 106. The entities can
include information that may be ambiguous or unclear to the
navigator service 106. For example, when the navigator
service 106 requested a street address, the end user may
provide an entity that is the proper name of a location or
business. The NLP component 114 can automatically gen-
erate the expanded entity based on content or preferences the
data processing system 102 received from the client device
104. The NLP component 114 can generate the expanded
entity based on content or preferences the data processing
system 102 requests from the client device 104 in a subse-
quent audio-based input request. For example, the data
processing system 102 can receive an input audio signal that
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includes “Ok, let’s go home.” The NLP component 114 may
have determined which identifier of the point locations
retrieved from the navigation application 110 corresponds to
the referential keyword. For example, the NLP component
114 can identify “home™ as a location entity as one of the one
or more parameters for the function; however, the location
field in the action data structure can require a street address,
city, state, and zip code. In this example, the “home”
location entity is not in the format requested by the navigator
service 106. When the end user of the client device 104
previously provided the data processing system 102 or the
navigator service 106 with the end user’s home address, the
NLP component 114 can expand “home” into the format
requested by field of the service provider device’s action
data structure (e.g., {street address:“123 Main St.”, city:
“Anytown”, state:“CA”}). If the end user did not previously
provide the data processing system 102 with the end user’s
home address, the data processing system 102 can generate
and transmit an audio-based input request that requests the
end user indicate a specific address rather than “home.”
Expanding the entity prior to transmitting the entity to the
navigator service 106 can reduce the number of required
network transmission because the navigator service 106 may
not send another request clarifying or additional information
after receiving the unexpanded entity.

[0090] Upon generation of the action data structure, the
direct action handler component 120 can send, transmit, or
provide the action data structure to the navigation applica-
tion 110. As previously described, the client device 104
running the digital assistant application 108 can lack the
navigation application 110, and in response the navigation
interface component 116 can access another associated
client device 104 to access the navigation application 110.
Responsive to determining that the client device 104 that
received the input audio signal is running or has the navi-
gation application 110, the direct action handler component
120 can provide the action data structure to the navigation
application 110. Conversely, responsive to determining that
the client device 104 that received the input audio signal is
not running or lacks the navigation application 110, the
direct action handler component 120 can provide the action
data structure to another client device 104 identified as
running or having the navigation application 110.

[0091] The digital assistant interface component 138 can
receive the action data structure generated by the direct
action handler component 120. The digital assistant inter-
face component 138 can parse the action data structure in
accordance to the template 136. The digital assistant inter-
face component 138 can also maintain a copy of the template
136 (e.g., on a database accessible by the navigator service
106). By applying the template 136, the digital assistant
interface component 138 can identify the account identifier,
the authentication credentials, the request type, and the one
or more parameters from the data action structure. The
digital assistant interface component 138 can authenticate
the account identifier by comparing a local copy of authen-
tication credentials to the copy of the authentication creden-
tials from the action data structure. The digital assistant
interface component 138 can retrieve the local copy of the
authentication credentials from the navigator service 106 or
the navigation application 110 running on the client device
104 using the account identifier. Responsive to determining
a match between the authentication credentials to success-
fully authenticate the account identifier, the digital assistant
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interface component 138 can initiate the navigation guid-
ance process using the request type and the one or more
parameters. The navigation guidance process can include the
location finding operation and the path routing operation.
The digital assistant interface component 138 can identify
the request type as corresponding to the location finding
operation. Responsive to the identification, the digital assis-
tant interface component 138 can invoke the location finder
component 140 to initiate the location finding operation.
Under the location finding location, the action data structure
can include one or more point locations. The digital assistant
interface component 138 can identify the request type as
corresponding to the path routing operation. Under the path
routing operation, the action data structure can include a
single point location. Responsive to the identification, the
digital assistant interface component 138 can invoke the
path router component 142 to initiate the path routing
operation.

[0092] The data processing system 102 or the navigator
service 106 can execute or run an instance of the location
finder component 140 of the navigation application 110.
Responsive to the invocation, the location finder component
140 can present the one or more point locations on the
portion of the vector-based map 146 visible through the
viewport of the navigation application 110. The location
finder component 140 can parse the action data structure to
identify the indicator. Using the indicator, the location finder
component 140 can determine the referential keywords of
the input audio signal at the digital assistant application 108
references at least one point location. Responsive to the
determination, the location finder component 140 can iden-
tify the one or more point locations from the action data
structure. For each point location, the location finder com-
ponent 140 can identify a location identifier corresponding
to the point location on the vector-based map 146.

[0093] Conversely, the location finder component 140 can
determine the referential keywords of the input audio signal
at the digital assistant application 108 references at least one
point location based on the indicator of the action data
structure. In response to the determination, the location
finder component 140 can access the vector-based map 146
outside the reference frame. Having accessed the vector-
based map 146, the location finder component 140 can
search for identifiers of the one or more point locations
outside the reference frame. The location finder component
140 can then identify identifiers of the one or more point
locations outside the reference frame in the vector-based
map 146 matching the referential keywords of the action
data structure. For example, the referential keywords
“Tower ABC” included in the received action data structure
may refer to any of the point locations within the reference
frame. In this example, the location finder component 140
can search for point locations matching the identifier the
“Tower ABC” in the vector-based map 146 outside the initial
reference frame. The location finder component 140 can
identify multiple point locations with identifiers matching
the referential keywords. Using the location identifier of the
client device 104 from the action data structure, the location
finder component 140 can identify the point location nearest
to the client device 104. With the identification of each point
location, the location finder component 140 can identify the
geographic coordinates for the identified point location.

[0094] Responsive to identifying point locations outside
the initial reference frame, the location finder component
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140 can modify the reference frame to include the point
location with the identifier matching the referential key-
words. The location finder component 140 can identify the
dimensions and coordinates of the initial reference frame in
corresponding to the visible portion of the vector-based map
146. The location finder component 140 can move the
coordinates of the reference frame to include the coordinates
of the point location with the identifier matching the refer-
ential keywords. The coordinates of the point location may
be, for example, at the center of the new reference frame.
The location finder component 140 can also maintain the
dimensions of the reference frame. With the reference frame
moved, the navigation application 110 can display a different
portion of the vector-based map 146 through the viewport.
The portion may correspond to the reference frame moved
to include the point location with the identifier matching the
referential keywords. In this manner, the digital assistant
application 108 and the navigation application 110 can be
used to present point locations and perform other functions
inside and outside the portion of the vector-based map 146
displayed through the viewport. For example, the first voice
query parsed by the NLP component 114 may be “Show me
Tower ABC.” The NLP component 114 may have deter-
mined that the first voice query does not refer to any point
location currently visible in the vector-based map 146 dis-
played through the viewport of the navigation application
110. With the referential keywords “Tower ABC,” the loca-
tion finder component 140 can find the point location with
the identifier corresponding to “Tower ABC.” Subsequently,
the second voice query parsed by the NLP component 114
may be “Show me patisseries.” The NLP component 114 can
determine that some of the point locations now visible on the
portion of the vector-based map 146 visible through the
viewport are referenced by the referential keyword “patis-
series.” The location finder component 140 can then high-
light the corresponding point location in the portion of the
vector-based map 146.

[0095] The location finder component 140 can present the
point locations corresponding to the location identifiers on
the portion of the vector-based map 146 visible through the
viewport of the navigation application 110. For example, the
location finder component 140 can insert a point or circle or
highlight a graphical representation corresponding to the
point location on the vector-based map 146. The location
finder component 140 can also display the identifiers for the
point locations in text. Upon displaying the point locations
on the portion of the vector-based map 146 through the
viewport, the location finder component 140 can generate a
response to provide as text for display or for an output audio
signal. The response can include the request type corre-
sponding to the location finding operation. The response can
include the identifiers for the point locations displayed
within the portion of the vector-based map 146 visible
through the viewport of the navigation application 110. The
response can also include a number of the displayed point
locations. The response can also include at least one
response phrase with one or more words for display or for
an output audio signal. The response phrase can be defined
using a template. For example, the template for the response
phrase may be of the form: “[number of point locations]
[identifier]| found in the area.” In generating the response,
the location finder component 140 can identify the request
type, the identifiers for the displayed point locations, the
number of displayed point locations, and the at least one
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response phrase. Once the response is generated, the digital
assistant interface component 138 can send, transmit, or
provide the response to the digital assistant application 108.

[0096] The data processing system 102 or the navigator
service 106 can execute or run an instance of the path router
component 142 of the navigation application 110. Respon-
sive to the invocation, the path router component 142 can
generate, determine, or identify a travel path to the point
location identified in the action data structure. The path
router component 142 can identify the current geographic
coordinates of the client device 104 running the navigation
application 110 using the geolocation sensing component
118. The path router component 142 can convert the geo-
graphic coordinates of the client device 104 to a location
identifier on the vector-based map 146. The path router
component 142 can set the location identifier for the client
device 104 as a start location. The path router component
142 can identify the location identifier corresponding to the
point location of the action data structure. The path router
component 142 can set the location identifier of the point
location as a destination location. The path router compo-
nent 142 can apply pathfinding algorithms (e.g., Djikstra’s
algorithm, A* algorithm, and Kruskal’s algorithm) to deter-
mine the travel path between the start location and the
destination location on paths of the vector-based map 146.
As described above, the vector-based map 146 can include
paths corresponding to the transportation networks. The path
router component 142 can also present or display at least a
part of the travel path on the portion of the vector-based map
146 visible through the viewport of the navigation applica-
tion 110.

[0097] In response to determining the travel path, the path
router component 142 can generate a response to provide as
text for display or for an output audio signal. The response
can include the request type corresponding to the path
routing operation. The response can include the identifier for
the point location corresponding to the destination location
on the vector-based map 146. The response can also include
an estimated travel time to the destination location. The
response can also include at least one response phrase with
one or more words for display or for an output audio signal.
The response phrase can be defined using a template. For
example, the template for the response phrase may be of the
form: “Route found to [destination location]. Estimated time
of arrival [estimated travel time].” In generating the
response, the location finder component 140 can identify the
request type, the identifier for the point location, the esti-
mated travel time, and the at least one response phrase. Once
the response is generated, the digital assistant interface
component 138 can send, transmit, or provide the response
to the digital assistant application 108.

[0098] Responsive to receipt of the response from the
navigation application 110, the audio signal generator com-
ponent 122 can parse the response to identify the response
phrase for textual output or for an output audio signal. The
audio signal generator component 122 can generate an
output audio file based on the one or more words of response
phrase in the response from the navigator service 106. The
audio signal generator component 122 can play (e.g., via the
speaker 148 of the client device 104) the output audio file of
the one or more words of the response phrase. The digital
assistant application 108 can also display the one or more
words of the response phrase in text. In generating the
textual output or the output audio file, the response selector



US 2020/0258508 Al

component 124 can select or identify responses phrases
using the policies 132 or the response data 134 maintained
on the data repository 126. The policies 132 can be particular
to a request type (e.g., the location finding operation or the
path routing operation), and can specify the response data
134 for the request type. The response selector component
124 can search the policies 132 for generating the output
using the request type of the response from the navigation
application 110. Once the policy 132 is identified, the
response selector component 124 can match the contents of
the response from the navigation application 110 with the
response data 134. Responsive to identifying the policy 132
for the location finding operation, the response selector
component 124 can match the identifiers for the displayed
point locations and the number of displayed point locations
into the response data 13 4 for the policy 132. Responsive
to identifying the policy 132 for the path routing operation,
the response selector component 124 can match the identi-
fier for the point location and the estimated travel time into
the response data 134 for the policy 132.

[0099] Referring now to FIG. 2, depicted is a sequence
diagram of an example data flow 200 to determine opera-
tional statuses of navigation applications 110 interfacing
with the digital assistant application 108 in the system
illustrated in FIG. 1. The data flow 200 can be implemented
or performed by the system 100 described above in con-
junction with FIG. 1 or system 600 detailed below in
conjunction with FIG. 6.

[0100] A local instance of the digital assistant application
108 running on the client device 104 can detect an input
audio signal via the sensor 158 and perform initial process-
ing on the input audio signal to generate a request 205. The
request 205 can include the input audio signal itself or one
or more words identified in the input audio signal using
machine learning techniques. The client device 104 can
transmit the request 205 to the data processing system 102.
A remote instance of the digital assistant application 108
running on the data processing system 102 can perform
additional processing on the request 205. The NLP compo-
nent 114 running on the data processing system 102 can
parse the request 205 to determine that the request 205 is
referencing a function to be performed by the navigation
application 110. The NLP component 114 can also identify
the request corresponding to the function and referential
keywords from the input audio signal using semantic analy-
sis techniques. In response to the determination, the navi-
gation interface component 116 can send an access request
210 to the navigator service 106 (or another client device
104) running the navigation application 110.

[0101] Upon receipt of the access request 210, the digital
assistant interface component 138 running on the navigator
service 106 can identify information visible through the
viewport of the navigation application 110. The information
can include point locations and identifiers for the point
locations of the geographic region represented by the vector-
based map 146 visible through the viewport of the naviga-
tion application 110. The digital assistant interface compo-
nent 138 can set the information visible through the
viewport of the navigation application 110 as reference
frame data 215. The digital assistant interface component
138 can in turn provide the reference frame data 215 to the
data processing system 102.

[0102] Using the reference frame data 215, the NLP
component 114 can use semantic analysis techniques to
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determine which point location the referential keyword of
the input audio signal is denoting. For example, the NLP
component 114 can compare the referential keywords with
the identifiers of the point locations. With the identification
of the point location, the direct action handler component
120 executing on the data processing system 102 can
generate a direct action data structure 220. The direct action
data structure 220 can include the request type correspond-
ing to the function to be performed by the navigation
application 110 (e.g., location finding or path routing). The
direct action data structure 220 can also include the point
location identified using the referential keyword. The direct
action handler component 120 can transmit the direct action
data structure 220 to the navigator service 106 (or the client
device 104) executing the navigation application 110.

[0103] In accordance to the direct action data structure
220, the navigation application 110 can perform the navi-
gation guidance process. The digital assistant interface com-
ponent 138 can parse the direct action data structure 220 to
identify the request type. Using the request type, the digital
assistant interface component 138 can invoke one of the
location finder component 140 and the path router compo-
nent 142 running on the navigator service 106. When the
request type is identified as corresponding to the location
finding function, the location finder component 140 can
present the point locations (e.g., via highlighting) on the
geographic region displayed through the viewport of the
navigation application 110. When the request type is iden-
tified as corresponding to the path routing function, the path
router component 142 can determine the travel path between
a starting location (e.g., the client device 104) to a destina-
tion location corresponding to the point location of the direct
action data structure 220. The path router component 142
can present a part of the travel path on the geographic region
displayed on the viewport of the navigation application 110.
The location finder component 140 and the path router
component 142 can each generate a response 225 to transmit
back to the digital assistant application 108 executing on the
data processing system 102. The response 225 can include a
response phrase as well as other parameters. Using the
response 225, the audio signal generator component 122 can
generate another response 230 to provide to the client device
104. Once received, the digital assistant application 108
running on the client device 104 can display the response
230 as text on display or as an audio file outputted through
the speaker 148.

[0104] Referring now to FIG. 3, depicted is the client
device 104 running the digital assistant application 108 on
the left and running the navigation application 110 on the
right under configuration 300. The client devices 104
executing the digital assistant application 108 and the navi-
gation application 110 can be the same or different.

[0105] The digital assistant application 108 running on the
client device 104 on the left can detect an input audio signal
via the sensor 158. The digital assistant application 108 can
apply natural language processing techniques to identify one
or more words in the detected input audio signal. The digital
assistant application 108 can display the output as a text
content item 305 including the words “Show me coffee
stores nearby” identified from the input audio signal. The
digital assistant application 108 can determine that the input
audio signal is referencing a location finding operation of the
navigation application 110. The digital assistant application
108 can identify the words “Show me” as the request and
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“coffee stores nearby” as the referential keywords. In
response to determining that the input audio signal is refer-
encing the location finding operation, the digital assistant
application 108 can access the navigation application 110.

[0106] The navigation application 110 running on the
client device 104 on the right can display a portion of the
vector-based map 146 through a viewport 310 of the navi-
gation application 110. The viewport 310 of the navigation
application 110 can correspond to a size of the display of the
client device 104. The vector-based map 146 can include a
set of point locations 320 corresponding to building and a set
of paths among the point locations 320 representing the
transportation networks, such as the roads and railroads as
illustrated. Each point location 320 can have an identifier
such as name or a category type of the building, such as
“café,” “gas station,” “hotel,” and “office.” The navigation
application 110 can identify the point locations 320 appear-
ing in the viewport 310, such as the point locations 320 with
the identifiers “Café B,” “Café C,” and “Office.” The navi-
gation application 110 can exclude point locations outside
the viewport 310, such as the point locations 320 with the
identifiers “Café A” and “Café D.” The navigation applica-
tion 110 can display current location 315 of the client device
104 on the vector-based map 146 using a mark (e.g., a
four-point star). The navigation application 110 can provide
the point locations with the identifiers to the digital assistant
application 108.

[0107] With the retrieval of the point locations from the
navigation application 110, the digital assistant application
108 can perform semantic analysis techniques to identify
which point locations the referential keywords are referring
to. In the shown example, the digital assistant application
108 may have identified “coffee stores nearby” as the
referential keywords. Using the semantic analysis tech-
niques, the digital assistant application 108 can determine
that the referential keywords of “coffee stores nearby” are
denote the point locations 320 with the identifiers “Café B”
and “Café C.” The digital assistant application 108 can
determine that the referential keywords do not denote the
point location 320 with the identifier “Office.” With the
identification of the point locations 320 having the identi-
fiers “Café B” and “Café C,” the digital assistant application
108 can generate the direct action data structure to provide
to the navigation application 110. The direct action data
structure can have the identified point locations 320 and the
request type corresponding to the location finding operation
of the navigation application 110. Upon receipt, the navi-
gation application 110 can parse the direct action data
structure to identify that the function to be performed is the
location finding operation. The navigation application 110
can also parse the direct action data structure to identify the
point locations 320 with the identifiers “Café B” and “Café
C.” Based on these identifications, the navigation applica-
tion 110 can highlight the buildings representing the point
locations 320 with the identifiers “Café B” and “Café C.” In
addition, the navigation application 110 can generate and
send a response back to the digital assistant application 108.
The response can include a response phrase, “Two coffee
stores found.” The digital assistant application 108 can in
turn display a text content item 325 on the screen of the
client device 104.

[0108] Subsequently, the digital assistant application 108
can detect another input audio signal via the sensor 158. The
digital assistant application 108 can apply natural language

Aug. 13,2020

processing techniques to identify one or more words in the
detected input audio signal. The digital assistant application
108 can display the output as a text content item 330
including the words “Take me to that one on the left”
identified from the input audio signal. The digital assistant
application 108 can determine that the input audio signal is
referencing a path routing operation of the navigation appli-
cation 110. Using natural language processing techniques,
the digital assistant application 108 can identify the words
“Take me” as the request, “that one” as the referential
keyword, and “on the left” as the auxiliary keywords. With
the point locations previously retrieved from the navigation
application 110, the digital assistant application 108 can
identify that the referential keyword together with the aux-
iliary keywords denote the point location 320 with the
identifier “Café C” that appears on the left of the viewport
310. Based on the identification of the point location 320
with the identifier “Café C,” the generate the direct action
data structure to provide to the navigation application 110.
The direct action data structure can have the identified point
location 320 and the request type corresponding to the path
routing operation of the navigation application 110. Upon
receipt, the navigation application 110 can parse the direct
action data structure to identify that the function to be
performed is the path routing operation. The navigation
application 110 can also parse the direct action data structure
to identify the point location 320 with the identifier “Café
C,” and can set the point location 320 as a destination
location. The navigation application 110 can also identify a
current location of the client device 104 as a starting
location. Based on these identifications, the navigation
application 110 can determine a travel path 335 through the
vector-based map 146 using pathfinding algorithms. Based
on the travel path 335, the navigation application 110 can
determine an estimate time of arrival. The navigation appli-
cation 110 can render and display the travel path 335 on the
vector-based map 146. In addition, the navigation applica-
tion 110 can generate and send a response back to the digital
assistant application 108. The response can include a
response phrase, “Round found. ETA 15 minutes.” The
digital assistant application 108 can in turn display a text
content item 340 on the screen of the client device 104.

[0109] FIG. 4 illustrates a block diagram of an example
method 400 to generate voice-activated threads in a net-
worked computer environment. The method 400 can be
implemented or executed by the system 100 described above
in conjunction with FIGS. 1-3 or system 600 detailed below
in conjunction with FIG. 6. The method can include receiv-
ing an input audio signal (405). The method 400 can include
parsing the input audio signal (410). The method 400 can
include selecting an action data structure (415). The method
400 can include expanding a response entity (420). The
method can include populating the action data structure
(425). The method 400 can include transmitting the digital
component (430).

[0110] The method 400 can include receiving an input
signal (405). The method can include receiving, by an NLP
component executed by a data processing system, the input
signal. The input signal can be an input audio signal that is
detected by a sensor at a first client device and transmitted
to the data processing system. The sensor can be a micro-
phone of the first client device. For example, a digital
assistant component executed at least partially by a data
processing system that includes one or more processors and
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memory can receive the input audio signal. The input audio
signal can include a conversation facilitated by a digital
assistant. The conversation can include one or more inputs
and outputs. The conversation can be audio based, text
based, or a combination of audio and text. The input audio
signal can include text input, or other types of input that can
provide conversational information. The data processing
system can receive the audio input for a session correspond-
ing to the conversation.

[0111] The method 400 can include parsing the input
signal (410). The NLP component of the data processing
system can parse the input signal to identify a request. The
NLP component can identify at least one entity in the input
signal. The request can be an intent or request that can be
fulfilled by one or more service provider devices. The
request can be a part of a conversational phrase. For
example, the request can be “Ok, order a car to take me
home.” The entities identified by the NLP component can be
phrases or terms in the request that map to input fields or
types the service provider device requests when fulfilling a
request. For example, the service provider device providing
the car service may request a current location input field and
a destination input field. Continuing the above example, the
NLP component can map the term “home” to the destination
input field.

[0112] The method 400 can include selecting an action
data structure (415). The data processing system can select
the action data structure based on the request parsed from the
input signal. The data processing system can select the
action data structure based on the service provider device
that can fulfill the request. The action data structure can be
a data structure or object that is created by the service
provider device. The service provider device can provide the
action data structure to the data processing system. The
action data structure can indicate fields, data, or information
that the service provider device uses to fulfill requests. The
service provider device can flag one or more of the fields to
request that the data processing system expand the entity
returned for that field. When a field is flagged for expansion,
the data processing system can design and generate conver-
sation-based data exchanges with the client device 104 to
retrieve information or data for the flagged field rather than
the service provider device 160 designing the conversation-
based data exchange.

[0113] The method 400 can include expanding the
response entity (420). The data processing system can
determine the entity mapped to the input field needs to be
expanded if the entity is not in a format specified by the
service provider device. Continuing the above example, the
NLP component can determine “home” is the entity mapped
to a destination. The direct action handler component can
determine to update the action data structure to include the
entity “home” in a destination field. The direct action
handler component can determine the format of the response
entity does not match the format of the destination field. For
example, the destination field can have the format of an
object that requests a street address, city, state, and zip code.
Detecting a mismatch between the format of the response
entity and the format of the field, the data processing system
can expand the entity to a street address, city, state, and zip
code format. For example, the data processing system can
look up the address the end user provided the data process-
ing system as the end user’s “home” address. The data
processing system can expand the entity based on an expan-
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sion policy. The expansion policy can indicate whether the
data processing system has permission to expand the term or
can indicate what end user or client computing device
provided data can be included in an expanded entity.

[0114] The data processing system can expand the entity
based on a request from a service provider device. For
example, the data processing system can generate a first
action data structure with the unexpanded entity. The data
processing system can transmit the first action data structure
to the service provider device for processing to fulfill the
request. The service provider device can return the action
data structure (or a portion thereof) to the data processing
system if the service provider device cannot process or
understand the data in on or more of the action data
structure’s fields. For example, the service provider device
can attempt to process the “home” entity in the destination
field and then request the data processing system expand the
“home” entity after the service provider device determines
that it cannot process or understand the entity.

[0115] The method 400 can include populating the action
data structure (425). The direct action handler component
can populate the action data structure with the expanded
entity. The direct action handler component can populate the
action data structure with the entity. For example, the action
data structure can be an object into which the entity or
expanded entity is stored. Populating the action data struc-
ture can also be referred to update the action data structure.

[0116] The method 400 can include transmitting the action
data structure (430). The data processing system can trans-
mit the populated action data structure to the service pro-
vider device. Upon receipt of the action data structure, the
service provider device can fulfill the request or request
additional information from the data processing system or
client computing device.

[0117] Referring now to FIG. 5, depicted is an example
method 500 to interface among multiple applications in a
networked computer environment. The method 500 can be
implemented or executed by the system 100 described above
in conjunction with FIGS. 1-3 or system 600 detailed below
in conjunction with FIG. 6. In brief overview, the method
500 can include retrieving point location visible through a
viewport (505). The method 500 can include identifying a
point location with identifier corresponding to a referential
word (510). The method 500 can include generating an
action data structure with the identifier (515). The method
500 can include initiating a navigation guidance process
(520).

[0118] The method 500 can include retrieving point loca-
tion visible through a viewport (505). The data processing
system (e.g., the data processing system 102) executing a
digital assistant application can identify a request and a
referential word parsed from an input audio signal using
natural language processing techniques. The data processing
system can determine that the request is referring to a
function of a navigation application running on a client
device. The function can include a location finding function
and a path routing function. In response to determining that
the request is referring to a function of the navigation
application, the data processing system can access the navi-
gation application to retrieve point locations on a geographic
region displayed through a viewport of the navigation appli-
cation. Each point location can correspond to a feature on
the geographic region, and can have an identifier.
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[0119] The method 500 can include identifying a point
location with identifier corresponding to a referential word
(510). With the retrieval of the point locations displayed
through the viewport of the navigation application, the data
processing system can identify which point location the
referential word of the input audio signal is referring to. The
data processing system can use semantic analysis techniques
to identify which identifier corresponding to the point loca-
tion the referential word is denoting. The semantic analysis
techniques can include using a semantic knowledge graph,
performing deixis analysis, and generating n-grams, among
others.

[0120] The method 500 can include generating an action
data structure with the identifier (515). The data processing
system can use the identified request and the point location
to generate the action data structure in accordance to a
template. The request can correspond to one of the functions
of the navigation application. The point location can include
the one corresponding to the referential word parsed from
the input audio signal. The action data structure can also
include an account identifier and an authentication creden-
tial, among others.

[0121] The method 500 can include initiating a navigation
guidance process (520). The data processing system can
send the action data structure to the navigation application to
initiate the navigation guidance process. The navigation
guidance process can include the location finding operation
and the path routing operation. The location finding opera-
tion can include presenting or displaying a graphical repre-
sentation of the point locations corresponding to identifiers
in the action data structure. The path routing operation can
include determining and presenting a travel route between a
current location and a destination location corresponding to
the point location corresponding to the identifier in the
action data structure.

[0122] FIG. 6 is a block diagram of an example computer
system 600. The computer system or computing device 600
can include or be used to implement the system 100 or its
components such as the data processing system 102. The
computing system 600 includes a bus 605 or other commu-
nication component for communicating information and a
processor 610 or processing circuit coupled to the bus 605
for processing information. The computing system 600 can
also include one or more processors 610 or processing
circuits coupled to the bus for processing information. The
computing system 600 also includes main memory 615,
such as a random access memory (RAM) or other dynamic
storage device, coupled to the bus 605 for storing informa-
tion and instructions to be executed by the processor 610.
The main memory 615 can be or include the data repository
126 or 148. The main memory 615 can also be used for
storing position information, temporary variables, or other
intermediate information during execution of instructions by
the processor 610. The computing system 600 may further
include a read-only memory (ROM) 620 or other static
storage device coupled to the bus 605 for storing static
information and instructions for the processor 610. A storage
device 625, such as a solid state device, magnetic disk or
optical disk, can be coupled to the bus 605 to persistently
store information and instructions. The storage device 625
can include or be part of the data repositories 126 or 144.
[0123] The computing system 600 may be coupled via the
bus 605 to a display 635, such as a liquid crystal display or
active matrix display, for displaying information to a user.
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An input device 630, such as a keyboard including alpha-
numeric and other keys, may be coupled to the bus 605 for
communicating information and command selections to the
processor 610. The input device 630 can include a touch
screen display 635. The input device 630 can also include a
cursor control, such as a mouse, a trackball, or cursor
direction keys, for communicating direction information and
command selections to the processor 610 and for controlling
cursor movement on the display 635. The display 635 can be
part of the data processing system 102, the client devices
104, or other components of FIG. 1, for example.

[0124] The processes, systems and methods described
herein can be implemented by the computing system 600 in
response to the processor 610 executing an arrangement of
instructions contained in main memory 615. Such instruc-
tions can be read into main memory 615 from another
computer-readable medium, such as the storage device 625.
Execution of the arrangement of instructions contained in
main memory 615 causes the computing system 600 to
perform the illustrative processes described herein. One or
more processors in a multi-processing arrangement may also
be employed to execute the instructions contained in main
memory 615. Hard-wired circuitry can be used in place of or
in combination with software instructions together with the
systems and methods described herein. Systems and meth-
ods described herein are not limited to any specific combi-
nation of hardware circuitry and software.

[0125] Although an example computing system has been
described in FIG. 6, the subject matter including the opera-
tions described in this specification can be implemented in
other types of digital electronic circuitry or in computer
software, firmware, or hardware, including the structures
disclosed in this specification and their structural equiva-
lents, or in combinations of one or more of them.

[0126] For situations in which the systems discussed
herein collect personal information about users, or may
make use of personal information, the users may be provided
with an opportunity to control whether programs or features
that may collect personal information (e.g., information
about a user’s social network, social actions, or activities; a
user’s preferences; or a user’s location), or to control
whether or how to receive content from a content server or
other data processing system that may be more relevant to
the user. In addition, certain data may be anonymized in one
or more ways before it is stored or used, so that personally
identifiable information is removed when generating param-
eters. For example, a user’s identity may be anonymized so
that no personally identifiable information can be deter-
mined for the user, or a user’s geographic location may be
generalized where location information is obtained (such as
to a city, postal code, or state level), so that a particular
location of a user cannot be determined. Thus, the user may
have control over how information is collected about him or
her and used by the content server.

[0127] The subject matter and the operations described in
this specification can be implemented in digital electronic
circuitry or in computer software, firmware, or hardware,
including the structures disclosed in this specification and
their structural equivalents, or in combinations of one or
more of them. The subject matter described in this specifi-
cation can be implemented as one or more computer pro-
grams, e.g., one or more circuits of computer program
instructions, encoded on one or more computer storage
media for execution by, or to control the operation of, data
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processing apparatuses. Alternatively or in addition, the
program instructions can be encoded on an artificially gen-
erated propagated signal, e.g., a machine-generated electri-
cal, optical, or electromagnetic signal that is generated to
encode information for transmission to suitable receiver
apparatus for execution by a data processing apparatus. A
computer storage medium can be, or be included in, a
computer-readable storage device, a computer-readable stor-
age substrate, a random or serial-access memory array or
device, or a combination of one or more of them. While a
computer storage medium is not a propagated signal, a
computer storage medium can be a source or destination of
computer program instructions encoded in an artificially
generated propagated signal. The computer storage medium
can also be, or be included in, one or more separate
components or media (e.g., multiple CDs, disks, or other
storage devices). The operations described in this specifica-
tion can be implemented as operations performed by a data
processing apparatus on data stored on one or more com-
puter-readable storage devices or received from other
sources.

[0128] The terms “data processing system,” “computing
device,” “component,” or “data processing apparatus”
encompass various apparatuses, devices, and machines for
processing data, including, by way of example, a program-
mable processor, a computer, a system on a chip, or multiple
ones, or combinations of the foregoing. The apparatus can
include special-purpose logic circuitry, e.g., an FPGA (field-
programmable gate array) or an ASIC (application-specific
integrated circuit). The apparatus can also include, in addi-
tion to hardware, code that creates an execution environment
for the computer program in question, e.g., code that con-
stitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-platform
runtime environment, a virtual machine, or a combination of
one or more of them. The apparatus and execution environ-
ment can realize various different computing model infra-
structures, such as web services, distributed computing and
grid computing infrastructures. The components of system
100 can include or share one or more data processing
apparatuses, systems, computing devices, or processors.

[0129] A computer program (also known as a program,
software, software application, app, script, or code) can be
written in any form of programming language, including
compiled or interpreted languages, declarative or procedural
languages, and can be deployed in any form, including as a
stand-alone program or as a module, component, subroutine,
object, or other unit suitable for use in a computing envi-
ronment. A computer program can correspond to a file in a
file system. A computer program can be stored in a portion
of a file that holds other programs or data (e.g., one or more
scripts stored in a markup language document), in a single
file dedicated to the program in question, or in multiple
coordinated files (e.g., files that store one or more modules,
sub programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

[0130] The processes and logic flows described in this
specification can be performed by one or more program-
mable processors executing one or more computer programs
(e.g., components of the data processing system 102) to
perform actions by operating on input data and generating
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output. The processes and logic flows can also be performed
by, and apparatuses can also be implemented as, special
purpose logic circuitry, e.g., an FPGA (field-programmable
gate array) or an ASIC (application-specific integrated cir-
cuit). Devices suitable for storing computer program instruc-
tions and data include all forms of non-volatile memory,
media and memory devices, including by way of example
semiconductor memory devices, e.g., EPROM, EEPROM,
and flash memory devices; magnetic disks, e.g., internal
hard disks or removable disks; magneto optical disks; and
CD-ROM and DVD-ROM disks. The processor and the
memory can be supplemented by, or incorporated in, special
purpose logic circuitry.

[0131] The subject matter described herein can be imple-
mented in a computing system that includes a back end
component, e.g., as a data server, or that includes a middle-
ware component, e.g., an application server, or that includes
a front end component, e.g., a client computer having a
graphical user interface or a web browser through which a
user can interact with an implementation of the subject
matter described in this specification, or a combination of
one or more such back end, middleware, or front end
components. The components of the system can be inter-
connected by any form or medium of digital data commu-
nication, e.g., a communication network. Examples of com-
munication networks include a local area network (“LLAN”)
and a wide area network (“WAN™), an inter-network (e.g.,
the Internet), and peer-to-peer networks (e.g., ad hoc peer-
to-peer networks).

[0132] The computing system such as system 100 or
system 500 can include clients and servers. A client and
server are generally remote from each other and typically
interact through a communication network (e.g., the network
156). The relationship of client and server arises by virtue of
computer programs running on the respective computers and
having a client-server relationship to each other. In some
implementations, a server transmits data (e.g., data packets
representing a content item) to a client device (e.g., for
purposes of displaying data to and receiving user input from
a user interacting with the client device). Data generated at
the client device (e.g., a result of the user interaction) can be
received from the client device at the server (e.g., received
by the data processing system 102 from the client devices
104 or the navigator service 106).

[0133] While operations are depicted in the drawings in a
particular order, such operations are not required to be
performed in the particular order shown or in sequential
order, and all illustrated operations are not required to be
performed. Actions described herein can be performed in a
different order.

[0134] The separation of various system components does
not require separation in all implementations, and the
described program components can be included in a single
hardware or software product. For example, the NLP com-
ponent 114 and the direct action handler component 122 can
be a single component, app, or program, or a logic device
having one or more processing circuits, or part of one or
more servers of the data processing system 102.

[0135] Having now described some illustrative implemen-
tations, it is apparent that the foregoing is illustrative and not
limiting, having been presented by way of example. In
particular, although many of the examples presented herein
involve specific combinations of method acts or system
elements, those acts and those elements may be combined in
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other ways to accomplish the same objectives. Acts, ele-
ments, and features discussed in connection with one imple-
mentation are not intended to be excluded from a similar role
in other implementations.

[0136] The phraseology and terminology used herein is for
the purpose of description and should not be regarded as
limiting. The use of “including,” “comprising,” “having,”
“containing,” “involving,” “characterized by,” “character-
ized in that,” and variations thereof herein, is meant to
encompass the items listed thereafter, equivalents thereof,
and additional items, as well as alternate implementations
consisting of the items listed thereafter exclusively. In one
implementation, the systems and methods described herein
consist of one, each combination of more than one, or all of
the described elements, acts, or components.

[0137] Any references to implementations, elements, or
acts of the systems and methods herein referred to in the
singular may also embrace implementations including a
plurality of these elements, and any references in plural to
any implementation, element, or act herein may also
embrace implementations including only a single element.
References in the singular or plural form are not intended to
limit the presently disclosed systems or methods, their
components, acts, or elements to single or plural configu-
rations. References to any act or element being based on any
information, act, or element may include implementations
where the act or element is based at least in part on any
information, act, or element.

[0138] Any implementation disclosed herein may be com-
bined with any other implementation or embodiment, and
references to “an implementation,” “some implementa-
tions,” “one implementation,” or the like are not necessarily
mutually exclusive and are intended to indicate that a
particular feature, structure, or characteristic described in
connection with the implementation may be included in at
least one implementation or embodiment. Such terms as
used herein are not necessarily all referring to the same
implementation. Any implementation may be combined
with any other implementation, inclusively or exclusively, in
any manner consistent with the aspects and implementations
disclosed herein.

[0139] References to “or” may be construed as inclusive
so that any terms described using “or” may indicate any of
a single, more than one, and all of the described terms. A
reference to “at least one of ‘A’ and 13" can include only
‘A’, only ‘B’, as well as both ‘A’ and ‘B’. Such references
used in conjunction with “comprising” or other open termi-
nology can include additional items.

[0140] Where technical features in the drawings, detailed
description, or any claim are followed by reference signs,
the reference signs have been included to increase the
intelligibility of the drawings, detailed description, and
claims. Accordingly, neither the reference signs nor their
absence have any limiting effect on the scope of any claim
elements.

[0141] The systems and methods described herein may be
embodied in other specific forms without departing from the
characteristics thereof. The foregoing implementations are
illustrative rather than limiting of the described systems and
methods. Scope of the systems and methods described
herein is thus indicated by the appended claims, rather than
the foregoing description, and changes that come within the
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meaning and range of equivalency of the claims are
embraced therein.
1.-20. (canceled)
21. A system to interface among multiple applications in
a networked computer environment, comprising:
a navigation interface component executed on a data
processing system having one or more processors to
identify a plurality of point locations within a reference
frame corresponding to a geographic region visible in
a viewport of a navigation application executing on a
first client device, each of the plurality of point loca-
tions having an identifier;
a natural language processor component executed on the
data processing system to:
receive an input audio signal detected by a sensor of at
least one of the first client device or a second client
device;

parse the input audio signal to identify a request and a
referential word; and

identify, responsive to the identification of the request,
a subset of point locations from the plurality of point
locations within the reference frame based on the
referential word parsed from the input audio signal
and the identifier for each point location of the
subset; and
a direct action handler component executed on the data
processing system to:
generate an action data structure using the subset of
point locations identified responsive to the detection
of the input audio signal; and

provide, to at least one of the first client device or the
second client device, the action data structure to
present information corresponding to at least one of
the subset of point locations.

22. The system of claim 21, comprising the direct action
handler component to provide the action data structure to a
digital assistant application executing at least one of the first
client device or the second client device, receipt of the action
data structure to cause the digital assistant application to
present a digital component including the information to
indicate the subset of point locations identified from the
plurality of point locations.

23. The system of claim 21, comprising the direct action
handler component to:

provide the action data structure to the navigation appli-
cation executing on the first client device, receipt of the
action data structure to cause the navigation application
to use the action data structure to generate a response
including the information; and

provide, to a digital assistant application executing on at
least one of the first client device or the second client
device, the response generated by the navigation appli-
cation to present a digital component including the
information.

24. The system of claim 21, comprising the navigation
interface component to identify the first client device as
having the navigation application and identify the second
client device as lacking the navigation application; and

the direct action handler component to:
provide, responsive to the identification of the first

client device as having the navigation application,
the action data structure to the first client device,
receipt of the action data structure to cause the
navigation application to use the action data structure
to initiate a navigation guidance process; and
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provide, responsive to the identification of the second
client device as lacking the navigation application, a
second action data structure to present a digital
component including the information.

25. The system of claim 21, comprising the direct action
handler component to provide the action data structure to the
navigation application executing on the first client device,
receipt of the action data structure to cause the navigation
application to initiate a navigation guidance process using
the subset of point locations and to present the information
based on the navigation guidance process.

26. The system of claim 21, comprising the natural
language processor component to:

parse the input audio signal to identify an auxiliary word

different from the referential word;

determine a subset area of the viewport of the navigation

application based on the auxiliary word; and

select the subset of point locations from the plurality of

point locations corresponding to the subset area of the
viewport.

27. The system of claim 21, comprising the natural
language processor component to:

receive, subsequent to the receipt of the input audio

signal, a second input audio signal detected by the
sensor of at least one of the first client device or the
second client device;

parse the second input audio signal to identify a second

referential word; and

select the subset of point locations from the plurality of

point locations based on the second referential word.

28. The system of claim 21, comprising:

the navigation interface component to:

determine a first portion of the reference frame corre-
sponding to the geographic region displayed concur-
rently to the receipt of the input audio signal; and

determine a second portion of the reference frame
corresponding to the geographic region previously
displayed in the viewport based on a measurement of
the first client device acquired from an inertial
motion unit; and

the natural language processor component to identify the

subset of point locations from the plurality of point
locations within the reference frame based on the
measurement.

29. The system of claim 21, comprising:

the navigation interface component to identify a plurality

of search terms received by the navigation application
within a time window prior to the receipt of the input
audio signal; and

the natural language processor component to:

determine, for each point location of the plurality of
point locations and each search term of the plurality
of search terms, a semantic distance between the
identifier of the point location and the search term
using a semantic knowledge graph; and

select the subset of point locations from the plurality of
point locations based on a plurality of semantic
distances.

30. The system of claim 21, comprising the

the natural language processor component to determine a

request type corresponding to an operation of a plural-
ity of operations to be performed by the navigation
application based on the request; and
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the direct action handler component to generate the action
data structure including the request type and to transmit
the action data structure to the first client device to
cause the navigation application to initiate the opera-
tion of a navigation guidance process corresponding to
the request type to present the information.
31. A method of interfacing among multiple applications
in a networked computer environment, comprising:
identifying, by a data processing system, a plurality of
point locations within a reference frame corresponding
to a geographic region visible in a viewport of a
navigation application executing on a first client
device, each of the plurality of point locations having
an identifier;
receiving, by the data processing system, an input audio
signal detected by a sensor of at least one of the first
client device or a second client device;
parsing, by the data processing system, the input audio
signal to identify a request and a referential word;
identifying, by the data processing system, responsive to
identifying the request, a subset of point locations from
the plurality of point locations within the reference
frame based on the referential word parsed from the
input audio signal and the identifier for each point
location of the subset;
generating, by the data processing system, an action data
structure using the subset of point locations identified
responsive to detecting of the input audio signal; and
providing, by the data processing system, to at least one
of the first client device or the second client device, the
action data structure to present information correspond-
ing to at least one of the subset of point locations.
32. The method of claim 31, comprising providing, by the
data processing system, the action data structure to a digital
assistant application executing at least one of the first client
device or the second client device, receipt of the action data
structure to cause the digital assistant application to present
a digital component including the information to indicate the
subset of point locations identified from the plurality of
point locations.
33. The method of claim 31, comprising
providing, by the data processing system, the action data
structure to the navigation application executing on the
first client device, receipt of the action data structure to
cause the navigation application to use the action data
structure to generate a response including the informa-
tion; and
providing, by the data processing system, to a digital
assistant application executing on at least one of the
first client device or the second client device, the
response generated by the navigation application to
present a digital component including the information.
34. The method of claim 31, comprising
identifying, by the data processing system, the first client
device as having the navigation application and identify
the second client device as lacking the navigation
application;
providing, by the data processing system, responsive to
identifying the first client device as having the naviga-
tion application, the action data structure to the first
client device, receipt of the action data structure to
cause the navigation application to use the action data
structure to initiate a navigation guidance process; and
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providing, by the data processing system, responsive
identifying the second client device as lacking the
navigation application, a second action data structure to
present a digital component including the information.
35. The method of claim 31, comprising providing, by the
data processing system, the action data structure to the
navigation application executing on the first client device,
receipt of the action data structure to cause the navigation
application to initiate a navigation guidance process using
the subset of point locations and to present the information
based on the navigation guidance process.
36. The method of claim 31, comprising:
parsing, by the data processing system, the input audio
signal to identify an auxiliary word different from the
referential word;
determining, by the data processing system, a subset area
of the viewport of the navigation application based on
the auxiliary word; and
selecting, by the data processing system, the subset of
point locations from the plurality of point locations
corresponding to the subset area of the viewport.
37. The method of claim 31, comprising:
receiving, by the data processing system, subsequent to
receipt of the input audio signal, a second input audio
signal detected by the sensor of at least one of the first
client device or the second client device;
parsing, by the data processing system, the second input
audio signal to identify a second referential word; and
selecting, by the data processing system, the subset of
point locations from the plurality of point locations
based on the second referential word.
38. The method of claim 31, comprising:
determining, by the data processing system, a first portion
of the reference frame corresponding to the geographic
region displayed concurrently to the receipt of the input
audio signal;
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determining, by the data processing system, a second
portion of the reference frame corresponding to the
geographic region previously displayed in the viewport
based on a measurement of the first client device
acquired from an inertial motion unit; and

identifying, by the data processing system, the subset of
point locations from the plurality of point locations
within the reference frame based on the measurement.

39. The method of claim 31, comprising:

identifying, by the data processing system, a plurality of
search terms received by the navigation application
within a time window prior to the receipt of the input
audio signal;

determining, by the data processing system, for each point
location of the plurality of point locations and each
search term of the plurality of search terms, a semantic
distance between the identifier of the point location and
the search term using a semantic knowledge graph; and

selecting, by the data processing system, the subset of
point locations from the plurality of point locations
based on a plurality of semantic distances.

40. The method of claim 31, comprising:

determining, by the data processing system, a request type
corresponding to an operation of a plurality of opera-
tions to be performed by the navigation application
based on the request; and

generating, by the data processing system, the action data
structure including the request type and to transmit the
action data structure to the first client device to cause
the navigation application to initiate the operation of a
navigation guidance process corresponding to the
request type to present the information.
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