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(57) ABSTRACT

An image processing device (100) includes a change detec-
tion unit (101) that detects a target state change in a person
on the basis of an input image, and a determination unit
(102) that determines an abnormal state in accordance with
a detection obtained by detecting occurrences of the target
state change in a plurality of persons.
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FIG. 3
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FIG. 4
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FIG. 6
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ABNORMALITY DETECTION DEVICE AND
ABNORMALITY DETECTION METHOD

TECHNICAL FIELD

[0001] The present invention relates to a technique for
detecting abnormality using an image.

BACKGROUND ART

[0002] For the purpose of crime prevention, disaster pre-
vention, abnormality detection, and the like, there are sys-
tems that detect abnormal states of persons, objects, places
or the like using a monitoring image. For example, Patent
Document 1 proposes a monitoring image display system,
capable of ascertaining the presence or absence of neglected
objects or lost objects. Specifically, this system extracts a
region of an image which is different from a reference image
of'a predetermined region and of which the position does not
temporally change, from an image obtained by capturing an
image of the predetermined region in a time-series manner.
[0003] Patent Document 2 proposes a video monitoring
device that automatically detects a suspicious person having
a specific intention among persons appearing in an image.
Such a device extracts information indicating persons’ inter-
ests or psychological states from the persons’ eye-direction
information, and searches for a person who in a specific
psychological state, using the extracted information. Spe-
cifically, this device detects a person from a captured image,
extracts eye-direction information of the person, calculates
a gaze feature amount (specific direction total gaze time, the
number of times of eye transition, or the like) from eye-
direction information for each person, and acquires infor-
mation relating to the behavior of a person of which the
image is captured, from this gaze feature amount.

RELATED DOCUMENTS

Patent Documents

[0004] [Patent Document 1] Japanese Unexamined Pat-
ent Application Publication No. H10-285586

[0005] [Patent Document 2] Japanese Unexamined Pat-
ent
[0006] Application Publication No. 2007-6427

SUMMARY OF THE INVENTION

Technical Problem

[0007] Currently, as in the respective aforementioned
propositions, a different system having a specific algorithm
is present for each individual abnormal state to be detected.
The system of Patent Document 1 detects the presence of
neglected objects which are normally not present in the
captured image, as an abnormal state of a place. The device
of Patent Document 2 detects a person who is in a specific
psychological state in the captured image, as an abnormal
state of the person.

[0008] However, various abnormal states may occur in a
monitoring place. For example, in a case where a park is
considered as a monitoring place, various abnormal states
can occur in a park, like the presence of neglected objects,
foul matter, suspicious persons or the like, the breakage of
playground equipment, the occurrence of an accident, and
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the like. In each of the proposed methods described above,
such multiple types of abnormal state are not able to be
comprehensively detected.

[0009] The present invention is contrived in view of such
circumstances, and an object thereof is to provide a tech-
nique for comprehensively detect various abnormal states.
In the present specification, abnormal states to be detected
are not restricted.

Solution to Problem

[0010] In each aspect of the present invention, each of the
following configurations is adopted in order to solve the
above-mentioned problems.

[0011] A first aspect relates to an image processing device.
According to the first aspect, there is provided an image
processing device including: a change detection unit that
detects a target state change in a person on the basis of an
input image; and a determination unit that determines an
abnormal state in accordance with a detection obtained by
detecting occurrences of the target state change in a plurality
of persons.

[0012] A second aspect relates to an abnormality detection
method which is executed by at least one computer. Accord-
ing to the second aspect, there is provided an abnormality
detection method including: detecting a target state change
in a person on the basis of an input image; determining an
abnormal state in accordance with a detection obtained by
detecting occurrences of the target state change in a plurality
of persons.

[0013] Meanwhile, in another aspect of the present inven-
tion, there may be provided a program causing at least one
computer to execute the method according to the second
aspect, and a computer readable recording medium having
such a program recorded thereon. This recording medium
includes a non-transitory tangible medium.

Advantageous Effects of Invention

[0014] According to each of the aspects, it is possible to
provide a technique for comprehensively detecting various
abnormal states.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] The above and other objects, features and advan-
tages will be made clearer from certain preferred exemplary
embodiments described below, and the following accompa-
nying drawings.

[0016] FIG. 1 is a diagram conceptually illustrating a
hardware configuration example of an image processing
device in a first exemplary embodiment.

[0017] FIG. 2 is a diagram conceptually illustrating a
process configuration example of the image processing
device in the first exemplary embodiment.

[0018] FIG. 3 is a diagram illustrating an example of state
change information which is stored in a storage unit.
[0019] FIG. 4 is a diagram illustrating another example of
the state change information which is stored in the storage
unit.

[0020] FIG. 5 is a diagram illustrating a first example of
output images of an output device.

[0021] FIG. 6 is a diagram illustrating a second example
of the output image of the output device.

[0022] FIG. 7 is a diagram illustrating a third example of
the output image of the output device.
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[0023] FIG. 8 is a diagram illustrating a fourth example of
the output image of the output device.

[0024] FIG. 9 is a diagram illustrating a fifth example of
the output image of the output device.

[0025] FIG. 10 is a diagram conceptually illustrating a
process configuration example of an image processing
device in a modification example of the first exemplary
embodiment.

[0026] FIG. 11 is a flow diagram illustrating an operation
example of the image processing device in the first exem-
plary embodiment.

[0027] FIG. 12 is a diagram conceptually illustrating a
process configuration example of an image processing
device in a second exemplary embodiment.

[0028] FIG. 13 is a flow diagram illustrating an operation
example of the image processing device in the second
exemplary embodiment.

[0029] FIG. 14 is a diagram conceptually illustrating a
process configuration example of an image processing
device in a third exemplary embodiment.

[0030] FIG. 15 is a flow diagram illustrating an operation
example of the image processing device in the third exem-
plary embodiment.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

[0031] Hereinafter, exemplary embodiments of the present
invention will be described. Meanwhile, the following
respective exemplary embodiments are illustrative, and the
present invention is not limited to the configurations of the
following exemplary embodiments.

First Exemplary Embodiment

[0032] [Device Configuration]

[0033] FIG. 1 is a diagram conceptually illustrating a
hardware configuration example of an image processing
device (which may be hereinafter simply denoted by a
processing device) 1 in a first exemplary embodiment. The
processing device 1 is a so-called computer, and includes,
for example, a central processing unit (CPU) 2, a memory 3,
a communication unit 4, an input and output interface (I/F)
5, and the like which are connected to each other through a
bus. The memory 3 is a random access memory (RAM), a
read only memory (ROM), a hard disk, or the like. The
communication unit 4 exchanges signals with other com-
puters or devices. In the first exemplary embodiment, the
communication unit 4 is connected to a monitoring camera
7. The communication unit 4 acquires a video signal from
the monitoring camera 7, In addition, the communication
unit 4 may also be connected to a portable recording medium
or the like.

[0034] The monitoring camera 7 is installed at a position
and in a direction where an image of any monitored place
can be captured, and sends a captured video signal to the
communication unit 4. Hereinafter, the place of which the
image is captured by the monitoring camera 7 may be
denoted by a monitored place. In FIG. 1, one monitoring
camera 7 is shown, but a plurality of monitoring cameras
may be connected to the communication unit 4.

[0035] The input and output I/F 5 is connectable to a user
interface device such as an output device 6. The output
device 6 is any one of a display device, a printing device, a
projection device and the like, or any plurality thereof. The
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display device is a device, such as a liquid crystal display
(LCD) or a cathode ray tube (CRT) display, which displays
a screen corresponding to drawing data processed by the
CPU 2 or a graphics processing unit (GPU) (not shown). The
input and output I/F 5 may be connected to an input device
(not shown), such as a keyboard or a mouse, which receives
a user’s operation input. In addition, the input and output I/F
5 may be connected to a touch panel integrated with the
output device 6 and the input device. The hardware con-
figuration of the processing device 1 is not restricted.
[0036] [Process Configuration]

[0037] FIG. 2 is a diagram conceptually illustrating a
process configuration example of the image processing
device 1 in the first exemplary embodiment. As shown in
FIG. 2, the processing device 1 includes an acquisition unit
11, a person detection unit 12, a change detection unit 13, a
storage unit 14, a determination unit 15, an output process-
ing unit 16, and the like. Each of these processing units is
implemented by, for example, a program stored in the
memory 3 being executed by the CPU 2. In addition, the
program is installed from a portable recording medium such
as, for example, a compact disc (CD) or a memory card, or
other computers on a network through the communication
unit 4 or the input: and output I/F 5, and may be stored in
the memory 3.

[0038] The acquisition unit 11 acquires an input image.
Specifically, the acquisition unit 11 sequentially acquires the
input image by capturing a video signal from the monitoring
camera 7 at an arbitrary timing. The arbitrary timing is, for
example, a predetermined cycle. The input image acquired
by the acquisition unit 11 is stored in the storage unit 14.
[0039] The person detection unit 12 detects a person from
the input image acquired by the acquisition unit 11. The
person detection unit 12 may detect a person’s entire body,
or may detect a portion of the person such as the head, the
face, or the upper half of the body. The range of detection of
a person by the person detection unit 12 depends on the
contents of detection of a state change by the change
detection unit 13 described later, Such a dependency relation
will be described later.

[0040] The person detection unit 12 detects a person using
a well-known image recognition method. For example, the
person detection unit 12 stores the feature amount of an
image corresponding to the range of detection of a person,
and detects a region similar to the feature amount in the
input image as the detection range. A method of detection by
the person detection unit 12 is not restricted.

[0041] The change detection unit 13 detects a target state
change in a person detected by the person detection unit 12,
on the basis of a plurality of input images which are
sequentially acquired by the acquisition unit 11. For
example, the change detection unit 13 detects that the outer
appearance of a person detected by the person detection unit
12 changes into the target state while tracking the person
between a plurality of input images. As the method of
tracking a person between a plurality of images, a well-
known method of tracking an object and a person may be
used. For example, the change detection unit 13 compares
the feature amounts of respective person regions detected in
the respective images, and recognizes approximate person
regions as the same person. The method of tracking a person
by the change detection unit 13 is not restricted.

[0042] In addition, the change detection unit 13 previously
may stores a changed state of the target state change, and
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detect a target state change, as follows, using this stored
changed state. Here, the changed state is previously stored
as, for example, an image feature amount. The change
detection unit 13 determines whether the state of a person
detected by the person detection unit 12 in the input image
is the stored state. In a case where the stored state is detected
in the input image, the change detection unit 13 determines
whether the state of the person changes using an input image
captured prior in time to the above input image. In order to
detect all state changes, the change detection unit 13 may, in
a case where a change is detected in tracking a person
between the input images, determines whether a changed
state is a previously stored state. However, a method of
detecting a state change by the change detection unit 13 is
not restricted to such a method. A target state change may
also be detected without performing tracking between a
plurality of images. For example, in order to detect a jump,
the change detection unit 13 may detect a state where the
feet are lifted off the ground or the floor in one input image.
In addition, in a case where a change into a state such as
frowning, shutting eyes, or sitting down which a person
present in a monitored place does not normally perform is
set to a target state change, the state change may be detected
from one input image.

[0043] A state change of a person appearing in an input
image may occur due to various factors. For example, even
when a person is just walking, since his or her feet move, the
posture (state) of the person changes between images. In
addition, in a case where a person is looking at a smartphone
while walking, a change in posture due to walking and a
change in posture such as looking at the smartphone occurs.
The change detection unit 13 detects a change in outer
appearance of a person, caused by the occurrence of an
abnormal state in every such state change, as the target state
change.

[0044] Examples of the target state changes include a
change in posture, a change in motion, a change in outer
appearance expressed by emotion, and the like. Examples of
the target state changes may include crouching down, look-
ing back, looking up, covering the head with a arm or a hand,
pointing with a finger, taking a picture, running away,
tumbling down, falling down, jumping, standing up, frown-
ing, shutting the eyes, looking surprised, and the like.
Insofar as the target state change is a change in outer
appearance of a person and is a change due to the occurrence
of an abnormal state, the specific change contents are not
restricted.

[0045] However, detectable state changes may be
restricted in accordance with the installation position of the
monitoring camera 7 that captures an input image, the
number of pixels (image resolution) of the monitoring
camera 7, or the like. For example, since a change in
expression of a face or a portion of a face (such as an eye)
is indicated as a change in a tiny image region, there is the
possibility of the change not being able to be detected. In
such a case, the change detection unit 13 may detect a
change in a large portion of the body or the outer appearance
of the entire body like a head, a trunk, arms and legs, as a
target state change. Even in a case where the change in the
entire body or the outer appearance of a large portion of the
body is set to a target state change, crouching down,
tumbling down, running away, finger pointing, and the like
can be detected, an abnormal state can be determined.
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[0046] The range of detection of a person by the person
detection unit 12 is determined in advance in accordance
with a target state change to be detected by the change
detection unit 13. For example, in order to detect a state
change such as looking back, looking up, or covering the
head with an arm or a hand, the person detection unit 12 may
detect the head or the upper half of the body. In order to
detect a state change such as frowning, shutting eyes,
blushing, or blanching, the person detection unit 12 may
detect a face. In order to detect a state change such as
crouching down, tumbling down, or jumping, it is preferable
that the person detection unit 12 detects the entire image of
a person.

[0047] Here, a relationship between a state change and an
abnormal state is exemplified. For example, in a case where
the abnormal state of a person such as a suspicious state of
the person occurs, people around the person have a high
possibility of making a state change such as looking back,
pointing with a finger, running away, frowning, or looking
surprised. In addition, in a case where the abnormal state of
an object such as a neglected object or foul matter occurs,
people around the object have a high possibility of making
a state change such as jumping, looking back, frowning, or
nose pinching. In addition, in a case where the abnormal
state of a place such as a fire or the like occurs, people
around the place have a high possibility of making a state
change such as running away, cellular phone operation,
pointing with a finger, taking a picture, looking back, or
hand waving. Consequently, a target state change to be
detected by the change detection unit 13 may be determined
in accordance with an abnormal state which is a target of
determination by the determination unit 15 described later.

[0048] The storage unit 14 stores each input image
acquired by the acquisition unit 11, and further stores
information for each target state change (state change infor-
mation) detected by the change detection unit 13.

[0049] FIG. 3 is a diagram illustrating an example of state
change information which is stored in the storage unit 14. As
shown in FIG. 3, the state change information includes
information such as an occurrence time, a person ID, the
details of a state change, and the like. The acquisition time
of an input image at which a changed state is detected or the
identification number of the input image is set in the
occurrence time. The person ID is identification data which
is given to a new person whenever the person s detected by
the person detection unit 12.

[0050] FIG. 4 is a diagram illustrating another example of
the state change information which is stored in the storage
unit 14. As shown in FIG. 4, the position of a person
corresponding to a person ID on an image may be set in the
state change information. Such a position is specified by, for
example, the person detection unit 12, and is set in the state
change information which is stored in the storage unit 14.
This position is decided by the representative position of a
person which is detected by the person detection unit 12, as
in the central position of the head, the central position of the
chest, or the like. In addition, in a case where camera
parameters indicating the position, attitude, a focal length
and the like of the monitoring camera 7 are stored, the
camera parameters may be used to obtain the three-dimen-
sional position (position of a real space) of a person from the
position of the person on the image shown above, and the
position thereof may be additionally set in addition, in a case
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where the position of a person is handled in a process
described later, the three-dimensional position of the person
may be used.

[0051] The determination unit 15 detects occurrences of a
target state change in a plurality of persons, and determines
an abnormal state in accordance with this detection.
[0052] Specifically, the determination unit 15 monitors the
state change information which is stored in the storage unit
14 at all times, and detects occurrences of a target state
change in equal to or more than a predetermined number of
persons, on the basis of the state change information. The
predetermined number of persons is stored in advance by the
determination unit 15. The predetermined number of per-
sons may be two or more, and is determined in accordance
with the number of persons which can appear in an input
image to be acquired. However, as the predetermined num-
ber of persons becomes larger, the accuracy of determination
of the abnormal state is improved. The reason for the
occurrences of a target state change, as described above, in
many people is because there is a high possibility of some
kind of abnormal state occurring.

[0053] Inacase where it is detected occurrences of a target
state change in a plurality of persons, the determination unit
15 determines some kind of abnormal state to be present or
occur. The number of kinds of target state change which is
a basis of the determination for an abnormal state may be
one or plural. For example, the determination unit 15 may
tally up the number of persons of which the state change has
occurred with respect to each of multiple types of state
change of a target such as crouching down, tumbling down,
and covering the head with a arm or a hand, and determine
the abnormal state to be present or occurring when the total
number of persons is equal to or more than a predetermined
number of persons. In addition, in a case where any of the
tallied up numbers of persons for each target state change is
equal to or more than the predetermined number of persons,
the determination unit 15 may determine the abnormal state
to be present or occurring.

[0054] «Other Methods for Determining Abnormal States:
Method 1»
[0055] The determination unit 15 may also further use a

deviation in the occurrence times of a target state change in
a plurality of persons in order to determine an abnormal
state. In this case, when occurrences of the target state
change in equal to or more than a predetermined number of
persons is detected, the determination unit 15 calculates time
widths of a set of the occurrence times of the state change.
The determination unit 15 determines whether the time
width is within a predetermined time width. That is, the
determination unit 15 detects the occurrences of the target
state change in a plurality of persons within a predetermined
time period, and determines an abnormal state in accordance
with this detection result. The smaller a deviation in the
occurrence times of a target state change in a plurality of
persons is, the higher a possibility of some kind of abnormal
state occurring. There is a high possibility that the occur-
rences of a target state change in a plurality of persons at
substantially the same timing is caused by the occurrence of
an abnormal state. In this manner, an abnormal state is
determined by further providing the condition of “within a
predetermined time period”, and thus it is possible to
improve the accuracy of determination of an abnormal state.
[0056] The predetermined time period is stored in advance
by the determination unit 15. The predetermined time period
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may also be indicated using the number of input images. For
example, the number of input images may be converted into
a time period in accordance with a cycle of obtaining an
input image from a video signal which is sent from the
monitoring camera 7. In a case where an input image is
captured from a video signal in a cycle of 0.5 seconds, ten
input images are equivalent to 5 seconds. Thus, in a case
where the identification number of an input image is
included in the state change information stored in the storage
unit 14, as described above, as an occurrence time, the
predetermined number of input images is used as a prede-
termined time period.

[0057] Further, the determination unit 15 may also infer
the degree of an abnormal state in accordance with a
deviation in the occurrence times of a target state change in
a plurality of persons. The inferred degree of an abnormal
state is the extent of an abnormal state, the magnitude of the
degree of abnormality, the magnitude of the degree of
danger associated with an abnormal state, or the like. In a
case where the deviation is small, the determination unit 15
may determine the degree of an abnormal state to be high.
In a case where the degree of an abnormal state is high, the
reaction speeds of the surrounding persons with respect to
the abnormal state become faster. For example, in a case
where a dangerous person intrudes into a monitored place,
a person having noticed the dangerous person reacts imme-
diately greatly, and the reaction is rapidly propagated to
surrounding people depending on the magnitude of the
reaction. On the other hand, in a case where a small amount
of foul matter is present in a monitored place, the reaction
of surrounding people associated with the foul matter is
weak, and as a result, the reaction speed becomes slower.
Thus, in a case where the deviation is high, the determina-
tion unit 15 may infer that the degree of an abnormal state
is small, and that the abnormal state has been continued for
a while.

[0058] «Other Methods for Determining Abnormal States:
Method 2»
[0059] The determination unit 15 may detect the changed

states which have occurred in a plurality of persons to be the
same target state change, and determine an abnormal state in
accordance with this detection. In this case, the determina-
tion unit 15 counts the number of persons having the same
details of a state change, in the state change information
stored in the storage unit 14, and determines an abnormal
state to be present in a case where the counted number of
persons in any state change is equal to or more a predeter-
mined number of persons. In a case where a plurality of
persons have made the same state change, there is a high
possibility of some kind of abnormal state occurring. Thus,
in this manner, the condition of “resulting in the same
changed state” is further added to the determination of an
abnormal state, and thus it is possible to increase the
accuracy of determination of an abnormal state.

[0060] «Other Methods for Determining Abnormal.
States: Method 3»

[0061] The determination unit 15 may detect occurrences
of a target state change in a plurality of persons close in
distance to each other, and determine an abnormal state in
accordance with this detection. In this case, the determina-
tion unit 15 calculates a relative distance from each other
(distance within an image) between each of persons having
made a target state change, using position information of the
state change information stored in the storage unit 14. The
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determination unit 15 counts the number of persons in which
the calculated relative distance is within a predetermined
distance, and determines an abnormal state to be present in
a case where the number of persons is equal to or more than
a predetermined number of persons. In a case where the
plurality of persons close in distance to each other make a
target state change, there is a high possibility of some kind
of abnormal state occurring. Thus, in this manner, the
condition of “a relative distance between each of persons
having made a target state change is short” is further added
to the determination of an abnormal state, and thus it is
possible to increase the accuracy of determination of an
abnormal state.

[0062] As described above, there are a plurality of meth-
ods of determining an abnormal state. Each of the methods
may be appropriately selected in accordance with the type of
abnormal state to be detected. For example, in a case where
as many types of abnormal state as possible are desired to be
detected, the determination unit 15 determines an abnormal
state to be present, with a target state change occurring in
equal to or more than a predetermined number of persons. In
a case where the accuracy of determination is desired to be
further increased, the determination unit 15 may execute
each of Methods 1, 2, and 3 of «Other Methods for Deter-
mining Abnormal States», and determine an abnormal state
in accordance with each determination result. In addition, in
a case where a further improved accuracy in determination
is desired to be further improved, the determination unit 15
may determine an abnormal state to be present only in a case
where all the conditions described above are satisfied, that
is, a case where persons of equal to or more than a prede-
termined number close in distance to each other make states
changed within a predetermined time period, each of the
changed states being the same as a target state change.
However, each of the conditions used in each of the methods
may be used by an appropriate combination thereof.

[0063] The output processing unit 16 may cause the output
device 6 to output the presence of an abnormal state indi-
cated by the result of determination by the determination
unit 15. For example, the output processing unit 16 sends a
video signal from the monitoring camera 7 to the output
device 6, and causes the output device 6 to display video
captured by the monitoring camera 7 at all times, in a case
where it is determined by the determination unit 15 that an
abnormal state is present, the output processing unit 16
superimpose a drawing element indicating the presence of
an abnormal state on display video and display the super-
imposed display video. The output processing unit 16 may
output an image imaged before the abnormal state is deter-
mined, together with in juxtaposition an image indicating
the presence of an abnormal state. In addition, the output
processing unit 16 may also output the presence of an
abnormal state, using a separate output device (such as a
light emitting diode (LED)) from the output device 6 that
displays display video. For example, the presence of an
abnormal state may also be output by turning on an LED,
changing the lighting color of an LED, or the like. However,
an output form thereof is not restricted to display or lighting,
and may be, for example, printing, generating a data file, or
the like. The output form is not restricted.

[0064] The output processing unit 16 may also cause the
output device 6 to output the following contents, in addition
to the presence/absence of an abnormal state or instead of
the presence/absence of an abnormal state. In each of the
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following output examples, the drawing element (including
information of the number of persons, order information,
coloration, or the like) may be attached by editing an input
image stored in the storage unit 14, and may be attached
being superimposed on video based on a video signal from
the monitoring camera 7.

Output Example 1

[0065] The output processing unit 16 causes the output
device 6 to output an image in which a drawing element is
attached to a person group or to each person of the person
group in the input image, the detected state change of the
person group or each person of the person group being a
basis of the determination for an abnormal state. A position
to which the drawing element is attached is decided by, for
example, position information of the state change informa-
tion stored in the storage unit 14. Hereinafter, the person
group of which the detected state change is a basis for the
determination of an abnormal state may be denoted by a
“person group as the basis”. The output processing unit 16
causes the output device 6 to output an image, obtained by
attaching the drawing element to the input image stored in
the storage unit 14. The drawing element is, for example, a
line surrounding a person group as the basis, or some kind
of mark (such as a point, a star, an exclamation mark, an
arrow, or a balloon) which is attached to the person group or
each person of the person group. As long as the drawing
element is attached so that the person group as the basis or
each person thereof can be specified, the drawing element
itself, a position of the attached drawing element, and the
method of attaching the drawing element are not restricted.
[0066] FIG. 5 is a diagram illustrating a first example of
output images of the output device 6. FIG. 5 shows a status
which a dangerous person D1 appears in a monitored place
captured by the monitoring camera 7, and the abnormal state
of a person (also considered to be the abnormal state of a
place) is detected by the processing device 1. At a capturing
timing of an output image F1, an abnormal state is not
present, and a plurality of passersby come and go. At a
capturing timing of an output image F2, the dangerous
person D1 appears in the monitored place and two passersby
M1 and M2 closest to the dangerous person perform escape
behavior. In the example of FIG. 5, the processing device 1
having acquired this output image F2 as an input image does
not determine an abnormal state to be present.

[0067] At a capturing timing of an output image F3,
passersby M3 to M13 take notice of the dangerous person
D1 in addition to the passersby M1 and M2, and make a
target state change. Specifically, passersby M1 to M8 change
from a walking state to a running away state, passersby M0
to M11 change from a walking state to a looking back state,
and passersby M12 and M13 change from a walking state to
a stop state. Other passersby calmly perform normal walk-
ing. In this case, the determination unit 15 detects thirteen
persons who make target state changes such as running
away, looking back, or stopping, in the input image, and
determines an abnormal state to be present in accordance
with this detection. That is, in the example of FIG. 5, the
determination unit 15 stores “3” as a predetermined number
of persons, and determines an abnormal state to be present
in a case where a target state change occurs in equal to or
more than three persons. The output processing unit 16
causes the output device 6 to output an image attached with
a square-shaped drawing element P1 attached to the person
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group including passersby M1 to M13 being a basis of the
determination for an abnormal state, the drawing element
surrounding the person group. In the example of FIG. 5,
since an abnormal state (dangerous person D1) is present
within the drawing element P1, a person who has seen the
output image can immediately ascertain the position of the
abnormal state and the details thereof.

[0068] FIG. 6 is a diagram illustrating a second example
of an output image of the output device 6. In the example of
FIG. 6, the determination unit 15 determines an abnormal
state using Method 2 of «Other Methods for Determining
Abnormal States» described above. Specifically, the deter-
mination unit 15 counts the number of persons who make a
target state change resulting in the same changed state. The
number of persons who nave made a target state change of
“running away” is counted as “eight” (passersby M1 to M8),
the number of persons who have made a target state change
of “looking back” is counted as “three” (passersby M9 to
M11), and the number of persons who have made a target
state change of “stopping” is counted as “two” (passersby
M12 and M13). Since the state changes of targets of
“running away” and “looking back” occur in equal to or
more than a predetermined number of persons of “three”, the
determination unit 15 determines an abnormal state to be
present. In this case, as shown in FIG. 6, the output pro-
cessing unit 16 outputs an image in which a square-shaped
drawing element is attached to each person group having the
same changed state. The drawing element P1 surrounds a
person group in which a changed state is “running away”, a
drawing element P2 surrounds a person group in which a
changed state is “looking back”, and a drawing element P3
surrounds a person group in which a changed state is
“stopping”. Meanwhile, in FIG. 6, in order to make the
drawing easier to understand, portions n which the respec-
tive drawing elements overlap each other are shown by
dotted lines.

[0069] In this manner, an image having a drawing element
attached to a person group as the basis or each person of the
person group is output, and thus a person who sees the image
can easily infer a place in which an abnormal state is present.
This is because there is a high possibility of an abnormal
state being present in the periphery of a position in which a
person group as the basis or each person of the person group
is present.

Output Example 2

[0070] The output processing unit 16 may also cause the
output device 6 to output an image in which any one or both
of the number of persons in the person group and a relative
distance between each person of the person group are further
attached to the person group in the input image, the detected
state change of the person group being a basis for a deter-
mination of an abnormal state. The number of persons and
the relative distance are attached to a position capable of
specifying a target person group. Here, the number of
persons in a person group as the basis and the relative
distance between each person of the person group are
considered to indicate the accuracy of determination of an
abnormal state. This is because in a case where the number
of persons who have made the target state change is large,
and a case where the distance between each person who has
made the target state change is short, there is a high
possibility of an abnormal state being present. Thus, with
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such an output image, a person who sees the image can
easily infer the accuracy of determination of an abnormal
state.

[0071] In addition, the number of persons in the person
group as the basis is further considered to indicate the degree
of an abnormal state. In a case where the number of persons
who have made the target state change is large, there is the
possibility of the degree of an abnormal state being high.
Thus, according to the output image having the number of
persons attached therein, a person who sees the image can
also infer the degree of an abnormal state.

[0072] FIG. 7 is a diagram illustrating a third example of
an output image of the output device 6. In the example of
FIG. 7, the output processing unit 16 causes the output
device 6 to output an image in which “13” as the number of
persons is attached to a person group as the basis together
with a square-shaped drawing element.

Output Example 3

[0073] The output processing unit 16 may also cause the
output device 6 to output an image in which the order of state
changes or the time difference between state changes is
attached to each person of a person group of which the
detected state change is a basis of the determination for an
abnormal state, as the drawing element or together with the
drawing element described above. As a time of a state
change of each person, a time is used which corresponds to
that of each input image in which the state change is
detected. Here, the time difference between state changes
refers to a time difference between a time at which an
earliest state change has occurred to a time at which a state
change made in each person. For example, “10” is attached
to the periphery of a person who has made the earliest state
change, and “+5 seconds” and “+8 seconds™ are respectively
attached to other persons in the periphery, indicating time
differences from the earliest change to the time of state
changes made in the other person. A state change associated
with an abnormal state is more likely to be made from a
person close to the abnormal state. Thus, an image in which
the order of state changes or the time difference between
state changes is attached is output, and thus a person who has
seen the image can easily infer a place in which an abnormal
state is present.

[0074] FIG. 8 is a diagram illustrating a fourth example of
an output image of the output device 6. In the example of
FIG. 8, the output processing unit 16 causes the output
device 6 to output an image in which a square-shaped
drawing element is attached to a person group as the basis,
and the order of state changes is attached to each person of
the person group. In the example of FIG. 8, a different order
is attached to each person, but the same order may be
attached to each of persons in which a target state change is
detected in the same input image.

Output Example 4

[0075] The output processing unit 16 may also cause the
output device 6 to output an image attached with a drawing
element indicating a direction corresponding co a changed
state in state changes of a plurality of persons being a basis
of the determination for an abnormal state. This drawing
element indicating a direction is attached to a person group
as the basis or each person of the person group. The output
processing unit 16 previously stores the association of a
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changed state with direction information corresponding
thereto. For example, in a case where a changed state is
“crouching down”, an abnormal state is more likely to be
present above or below the person, and thus an “upward
direction” and a “downward direction” are associated with
the changed state of “crouching down”. In addition, in a case
where a state change is “running away”, an abnormal state
is more likely to be present in an opposite direction to the
running away direction, and thus an “opposite direction to
the running away direction” is associated with a changed
state corresponding to “running away”. The output process-
ing unit 16 specifies the direction information corresponding
to the changed state, using such association information, and
selects a drawing element corresponding to this specified
direction information. An example of the drawing element
indicating a direction includes an arrow or the like.

[0076] FIG. 9 is a diagram illustrating a fifth example of
an output image of the output device 6. In the example of
FIG. 9, the output processing unit 16 causes the output
device 6 to output an image in which a square-shaped
drawing element is attached to a person group as the basis,
and a drawing element indicating a direction corresponding
to a changed state is attached to each person of the person
group. An arrow (leftward direction in the drawing) pointing
opposite to a “running away” direction (rightward direction
in the drawing) is attached to the passersby M1, M6, M7 and
M8, and an arrow (rightward direction in the drawing)
pointing opposite to the “running away” direction (leftward
direction in the drawing) is attached to the passersby M2 to
MS. In addition, a leftward arrow as a “looking back”
direction in the drawing is attached to the passersby M10
and M11, and a rightward arrow as the “looking back”
direction in the drawing is attached to the passerby M9. In
addition, leftward and rightward arrows are respectively
attached to the passersby M12 and M13 as directions to
which the faces are directed in a “stop” state in the drawing.

Output Example 5

[0077] The output processing unit 16 may also cause the
output device 6 to output an image in which the input image
is colored in a circular shape or an elliptical shape centering
on a representative position of a person group as the basis on
the input image, with a color corresponding to a distance
from the representative position. In this case, the processing
device 1 may have the following process configuration.
[0078] FIG. 10 is a diagram conceptually illustrating a
process configuration example of an image processing
device 1 in a modification example of the first exemplary
embodiment. As shown in FIG. 10, the processing device 1
further includes a decision unit 17 in addition to the process
configuration shown in FIG. 2. The decision unit 17 is also
achieved similarly to other processing units.

[0079] The decision unit 17 decides the representative
position of a person group on the input image, the detected
state change of the person group being a basis of the
determination for an abnormal state. The decision unit 17
may specity the position of each person of the person group
as the basis, using the position information of the state
change information stored in the storage unit 14, and decide
the centroid position of the person group as a representative
position, on the basis of the specified position. The repre-
sentative position has only to indicate the representative
position of the person group as the basis, and is not limited
to the centroid position.
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[0080] According to such an output example, since the
representative position of the person group as the basis and
a distance from the representative position are easier to be
ascertained, it is possible to output an image which is useful
to specifying a place of an abnormal state.

[0081] The output processing unit 16 may causes the
output the image to continue over a period of time corre-
sponding to the number of persons in a person group of
which the detected state change is a basis of the determi-
nation for an abnormal state. As described above, as the
number of persons who make the target state change
becomes larger, there is a high possibility of an abnormal
state being present in reality. Thus, as the number of persons
in the person group as the basis becomes larger, the image
is output longer, and thus a person who sees the image can
easily take notice of the abnormal state.

[0082] [Abnormality Detection Method/Operation
Example]
[0083] Hereinafter, an abnormality detection method in

the first exemplary embodiment will be described with
reference to FIG. 11. FIG. 11 is a flow diagram illustrating
an operation example of the processing device 1 in the first
exemplary embodiment. As shown in FIG. 11, the abnor-
mality detection method in the first exemplary embodiment
is executed by at least one computer such as the processing
device 1. For example, steps shown in the drawing are
executed by processing units included in the processing
device 1. Since each step is the same as the processing
details of each of the aforementioned processing units
included in the processing device 1, the details of each step
will not be repeated.

[0084] The processing device 1 acquires an input image
(S91). The input image is sequentially acquired by capturing
a video signal from the monitoring camera 7 at any timing.
[0085] The processing device 1 detects a person from the
acquired input image (S892). Inc processing device 1 may
detect the person’s entire body, and may detect a portion of
the person.

[0086] The processing device 1 detects a target state
change in the person detected in (S92), on the basis of the
input image acquired in (S91) (S93). The target state change
means a change in outer appearance of a person due to the
occurrence of an abnormal state.

[0087] The processing device 1 stores information (state
change information) for each target state change detected in
(S93) (S94). The state change information includes infor-
mation such as an occurrence time, a person 1D, and the
details of a state change. In addition, the state change
information may include the position of a person indicated
by the person ID on an image, in addition thereto. In
addition, the state change information may include the
position of a person on a real space.

[0088] The processing device 1 refers to the stored state
change information, to determine whether the target state
change has occurred in equal to or more than a predeter-
mined number of persons (S95). In a case where occurrences
of the target state change in equal to or more than a
predetermined number of persons is detected (S95; YES),
the processing device 1 determines an abnormal state to be
present (S96). In this case, the processing device 1 may
further use a deviation in the occurrence times of the target
state change in equal to or more than a predetermined
number of persons in order to determine an abnormal state.
In this case, in a case where the target state change has occur
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in equal to or more than a predetermined number of persons
within a predetermined time period, the processing device 1
determines an abnormal state to be present. This deviation in
the occurrence times is used, and thus the processing device
1 may also infer the degree of an abnormal state.

[0089] The processing device 1 causes the output device 6
to output the determination result of an abnormal state (S97).
The processing device 1 may cause the output device 6 to
output the presence or absence of an abnormal state, and
may also cause the output device to output the images shown
in «Output Examples 1 to 5» described above, together with
the presence or absence of an abnormal state or instead of
the presence or absence of an abnormal state.

[0090] In FIG. 11, a plurality of steps (processes) are
shown in order, but the order of steps executed in the
abnormality, detection method in the first exemplary
embodiment is not limited to the example of FIG. 11. For
example, (S94) is executed only in a case where the detec-
tion of both (892) and (S93) has succeeded. In addition,
(S91) may be executed in a predetermined cycle, regardless
of the determination result of (S95).

[0091] Further conditions may be added to the condition
(S95) of the determination of an abnormal state in FIG. 11,
as shown in Methods 1 to 3 of «Other Methods for Deter-
mining Abnormal States». In a case where Method 1 of
«Other Methods for Determining Abnormal States» is
executed, in (S95), the processing device 1 determines
whether the target state change has occurred in equal to or
more than a predetermined number of persons within a
predetermined time period. In a case where Method 2 of
«Other Methods for Determining Abnormal States» is
executed, in (S95), the processing device 1 determines
whether the target state change resulting in the same
changed state has occurred in equal to or more than a
predetermined number of persons. In a case where Method
3 of «Other Methods for Determining Abnormal States» is
executed, in (S95), the processing device 1 determines
whether the target state change has occurred in equal to or
more than a predetermined number of persons close in
distance to each other. In addition, in (S95), the processing
device 1 may determine a condition in which any plurality
of these conditions are combined.

Operation and Effect in First Exemplary
Embodiment

[0092] As described above, in the first exemplary embodi-
ment, a target state change in a person is detected on the
basis of an input image, and an abnormal state is determined
to be present in a case where the target state change occurs
in equal to or more than a predetermined number of persons.
In a case where the abnormal state of a person such as the
suspicious state of a person, the abnormal state of an object
such as a neglected object or foul matter, or the abnormal
state of a place where a fire, an accident or the like occurs,
and a person is present in the periphery of the place of
occurrence, each person makes a change in outer appearance
such as posture, behavior, or facial expression which is not
made in the monitored place at a normal time. Consequently,
in the first exemplary embodiment, various abnormal states
in a person, an object, a place or the like are captured due to
state changes of persons located in the vicinity thereof.

[0093] Therefore, according to first exemplary embodi-
ment, it is possible to comprehensively detect various abnor-
mal states of a person, an object, a place or the like. Further,

Aug. 13,2020

according to the first exemplary embodiment, insofar as
state changes of persons located in the vicinity of the
abnormal state, it is possible to detect an abnormal state even
in a case where the abnormal state itself does not appear in
an input image. For example, even in a case where an
abnormal state is present beyond the image capture range of
the monitoring camera 7, or a case where an abnormal state
is hidden by an obstacle, according to the first exemplary
embodiment, it is possible to detect the abnormal state.
Further, according to the first exemplary embodiment, in the
output image, some kind of drawing element is attached to
a person group being a basis of the determination for an
abnormal state or each person of the person group, and thus
it is possible to enable a person who sees an image to infer
a position where an abnormal state is present.

Second Exemplary Embodiment

[0094] A processing device 1 in the second exemplary
embodiment controls the monitoring camera 7 using the
determination result of an abnormal state. Hereinafter, the
processing device 1 in the second exemplary embodiment
will be described with a focus on details different from those
in the first exemplary embodiment. In the following descrip-
tion, the same details as those in the first exemplary embodi-
ment will not be repeated.

[0095] FIG. 12 is a diagram conceptually illustrating a
process configuration example of the image processing
device 1 in the second exemplary embodiment. As shown in
FIG. 12, the processing device 1 further includes a control
unit 18 in addition to the process configuration in the first
exemplary embodiment. The control unit 18 is also achieved
similarly to other processing units. The control unit 18
controls the monitoring camera 7 using the state change
information or the like which is stored in the storage unit 14.
Hereinafter, a specific example of a method of controlling
the monitoring camera 7 by the control unit 18 will be
described.

[0096] «Camera Control Method 1»

[0097] The control unit 18 may control the imaging direc-
tion of the monitoring camera 7 on the basis of the repre-
sentative position of a person group of which the detected
state change is a basis of the determination for an abnormal
state on the input image. In this case, as shown in FIG. 10,
the processing device 1 further includes the decision unit 17.
As described above, the decision unit 17 decides the repre-
sentative position of a person group of which the detected
state change is a basis of the determination for an abnormal
state on the input image on the input image.

[0098] In this case, the monitoring camera 7 includes a
mechanism (not shown) that adjusts an imaging direction.
This mechanism may change the direction of the monitoring
camera 7, and may change the imaging direction using a
movable mirror or an optical system. The control unit 18
instructs the monitoring camera 7 or the mechanism to
change the imaging direction through the communication
unit 4. Specifically, the control unit 18 gives an instruction
to change the imaging direction so that the representative
position of a person group as the basis is located in the center
of the input image. The imaging direction of the monitoring
camera 7 is adjusted in accordance with this instruction.
[0099] According to such a method, since the representa-
tive position of a person group being a basis of the deter-
mination for an abnormal state is located in the center of the
input image, the representative position of a person group as
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the basis and the vicinity thereof are easier to be observed by
a person who sees the image. Thereby, since there is a high
possibility of an abnormal state being present at the position
of'a person group as the basis and in the vicinity thereof, the
place of the abnormal state can be easily inferred.

[0100] «Camera Control Method 2»

[0101] The control unit 13 may control the angle of view
of the monitoring camera 7 on the basis of the size of a
person group on the input image of which the detected state
change is a basis of the determination for an abnormal state.
For example, the control unit 18 sends an instruction to
change the angle of view of the monitoring camera 7 to the
monitoring camera 7 so that a person group as the basis falls
within a portion of a predetermined range in the input image
and the vicinity of the person group appears in the input
image. The monitoring camera 7 zooms in or zooms out in
accordance with this instruction. The size of a person group
on an input image may be determined, for example, by
bringing the image regions of persons detected by the person
detection unit 12 together. The control unit 18 may continue
to send an instruction to zoom in or zoom out to the
monitoring camera 7 until the size of the person group fails
within the predetermined range.

[0102] According to such a method, since the angle of
view of the monitoring camera 7 is changed so that a person
group being a basis of the determination for an abnormal
state falls within a portion of a predetermined range in the
input image, a person group as the basis and the vicinity
thereof is easier to be observed by a person who sees the
image. Thereby, since there is a high possibility of an
abnormal state being present at the position of the person
group as the basis and in the vicinity thereof, the place of the
abnormal state can be easily inferred.

[0103] «Camera Control Method 3»

[0104] The control unit 18 may continuously change the
imaging direction of the monitoring camera 7 in a range in
which the entirety or a portion of a person group of which
the detected state change is a basis of the determination for
an abnormal state is included in the input image. Specifi-
cally, the control unit 13 identifies the position of a person
group as the basis on the input image on the basis of the state
change information which is stored in the storage unit 14.
The control unit 18 may calculate the change range of the
imaging direction corresponding to a range in which at least
a portion of the person group falls within the input image, on
the basis of the recognized position. The control unit 18
continuously sends an instruction to change the imaging
direction to a mechanism that adjusts the monitoring camera
7 or the imaging direction so that the position of the person
group on the input image is changed within this change
range. The control unit 18 includes, for example, a direction
(vertical direction, horizontal direction, or the like) to be
changed and an angle to be changed, in the instruction to
change the imaging direction.

[0105] According to such a method, it is possible to
comprehensively ascertain a situation around a person group
as the basis. An abnormal state which does not appear in the
input image during the determination of the abnormal state
to be present may be included in the image capture range of
the monitoring camera 7

[0106] «Camera Control Method 4»

[0107] The control unit 18 may also change the imaging
direction of the monitoring camera 7 in a direction corre-
sponding to a changed state of a state change of a plurality
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of persons being a basis of the determination for an abnor-
mal state. A method of acquiring a direction corresponding
to a changed state and information of the direction is as
described in «Output Example 4». The control unit 18
acquires direction information corresponding to a changed
state, and sends an instruction to change the imaging direc-
tion including the direction information to a mechanism that
adjusts the monitoring camera 7 or the imaging direction.
[0108] According to such a method, since the imaging
direction of the monitoring camera 7 can be turned toward
a direction in which an abnormal state inferred from a
changed state of a target state change is present, it is possible
to intensively observe a place having a high possibility of the
not appear in the input image during the determination of the
abnormal state to be present may be able to be included in
the image capture range of the monitoring camera 7.
[0109] The output processing unit 16 may continue to
control the monitoring camera 7 over a period of time
corresponding to the number of persons in a person group of
which the detected state change is a basis of the determi-
nation for an abnormal state. As described above, as the
number of persons who make the target state change
becomes larger, there is a high possibility of an abnormal
state being present in reality. Thus, as the number of persons
in the person group as the basis becomes larger, the control
of the monitoring camera 7 as described above is continued
for a longer period of time. For example, the monitoring
camera 7 is controlled so that the imaging direction changed
on the basis of the representative position of a person group
as the basis or a changed state is maintained for a long period
of'time. In addition, the monitoring camera 7 is controlled so
that the angle of view changed on the basis of the size of a
person group as the basis on an input image is maintained for
a long period of time. In addition, a continuous change in the
imaging direction of the monitoring camera 7 based on the
position of a person group as the basis is continued for a long
period of time. Thereby, a person who sees an image can
easily take notice of the abnormal state.

[0110] (Abnormality Detection Method: Operation
Example)
[0111] Hereinafter, an abnormality detection method in the

second exemplary embodiment will be described with ref-
erence to FIG. 13. FIG. 13 is a flow diagram illustrating an
operation example of the processing device 1 in the second
exemplary embodiment. In FIG. 13, steps having the same
processing details as those of FIG. 11 are denoted by the
same reference numerals and signs as those of FIG. 11. The
subject by which the abnormality detection method in the
second exemplary embodiment is executed is the same as
that in the first exemplary embodiment.

[0112] In the abnormality detection method in the second
exemplary embodiment, (S131) is further executed with
respect to the method in the first exemplary embodiment. In
(S131), the processing device 1 controls the monitoring
camera 7 using the state change information or the like
which is stored in the storage unit 14. A specific control
method is as described above.

Operation and Effect in Second Exemplary
Embodiment

[0113] As described above, in the second exemplary
embodiment, in a case where an abnormal state is deter-
mined to be present, the imaging direction or the angle of
view of the monitoring camera 7 is controlled on the basis
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of'the position of a person group as the basis, a changed state
of each person of the person group, or the like. As a result,
since a situation around a person group as the basis having
a high possibility of an abnormal state being present can be
visually recognized, the abnormal state can be easily
observed.

Modification Example of Second Exemplary
Embodiment

[0114] The processing device 1 is connected to a plurality
of monitoring cameras 7, and may also control the plurality
of monitoring cameras 7. In this modification example, each
of the monitoring cameras 7 is installed so that a different
monitored place is set to be in an image capture range. In this
modification example, in a case where an abnormal state is
detected on the basis of an input image captured by a certain
monitoring camera 7, the processing device 1 may select
another monitoring camera 7 corresponding to the position
of a person group being a basis of the determination for an
abnormal state, and change the imaging direction and the
angle of view of the monitoring camera 7. With such a
configuration, in a case even if the imaging direction or the
angle of view of one monitoring camera 7 is changed as
described above, an abnormal state is present at a position
which does not appear in the monitoring camera 7, another
monitoring camera 7 located in the vicinity thereof is
controlled, and thus it is possible to capture an image of the
position.

[0115] A plurality of processing devices 1 which are each
connected to at least one monitoring camera 7 may coop-
erate with each other. In this case, in a case where a certain
processing device 1 detects an abnormal state, the process-
ing device 1 provides abnormal state determination results to
another processing device 1 located in the vicinity thereof.
The processing device 1 having received the results changes
the imaging direction or the angle of view of its own
monitoring camera 7 so as to capture an image of the
periphery of a monitored place by the monitoring camera 7
of the processing device 1 serving as its source. In this case,
the processing device 1 may also provide information relat-
ing to the position of a person group as the basis to another
processing device 1, in addition to the abnormal state
determination results.

Modification Example of Each Exemplary
Embodiment

[0116] Without the monitoring camera 7 being connected
to the processing device 1, the processing device 1 may use
the monitoring camera 7 which is connected to another
computer. In this case, the acquisition unit 11 may acquire an
input image or a video signal from a portable recording
medium or another computer through the communication
unit 4. Examples of the another computer may include an
image storage and distribution device that temporarily stores
and distributes an image captured by a camera, an image
recorder that accumulates and reproduces an image, and the
like. In this case, the output processing unit 16 may output
the image to another computer through the communication
unit 4. In addition, the control unit 18 transmits instruction
information for controlling the monitoring camera 7 to the
another computer.
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Third Exemplary Embodiment

[0117] Hereinafter, an image processing device and an
abnormality detection method in a third exemplary embodi-
ment will be described with reference to FIGS. 14 and 15.
[0118] FIG. 14 is a diagram conceptually illustrating a
process configuration example of an image processing
device in the third exemplary embodiment. As shown in
FIG. 14, an image processing device 100 includes a change
detection unit 101 and a determination unit 102. The image
processing device 100 has, for example, the same hardware
configuration as that of the aforementioned processing
device 1 shown to FIG. 2, and is configured such that each
of the aforementioned processing units is achieved by a
program being processed similarly to the processing device
1. However, the image processing device 100 may not be
connected to the output device 6 and the monitoring camera
7.

[0119] The change detection unit 101 detects a target state
change in a person on the basis of an input image. The
specific processing details of the change detection unit 101
are the same as those of the aforementioned change detec-
tion unit 13. In the third exemplary embodiment, the change
detection unit 101 may also acquire information relating to
an image region of a person on each input image from the
acquisition unit 11 and the person detection unit 12 which
are achieved in another computer, and detect a target state
change in a person using this information. In this manner,
the image processing device 100 in the third exemplary
embodiment does not necessarily require the acquisition unit
11 and the person detection unit 12. In addition, the change
detection unit 101 may cause another computer to store
information relating to the detected target state change.
[0120] The determination unit 102 detects occurrences of
atarget state change in a plurality of persons, and determines
an abnormal state in accordance with this detection. The
specific processing contents of the determination unit 102
are the same as those of the aforementioned determination
unit 15. In a case where the image processing device 100
does not include the storage unit 14, the determination unit
102 may acquire the state change information from the
storage unit 14 on another computer to use for the determi-
nation of an abnormal state. In addition, the determination
unit 102 may notify another computer of the determination
results.

[0121] FIG. 15 is a flow diagram illustrating an operation
example of the image processing device 100 in the third
exemplary embodiment. As shown in FIG. 15, the abnor-
mality detection method in the third exemplary embodiment
is executed by at least one computer such as the image
processing device 100. For example, each step which is
shown in the drawing is executed by each processing unit
included in the image processing device 100.

[0122] The abnormality detection method in the third
exemplary embodiment includes detecting a target state
change in a person on the basis of an input image (S151),
and, in a case where occurrences of the target state change
occur in a plurality of persons is detected (S152; YES),
determining an abnormal state (S153). Step (S151) is
equivalent to (S93) of FIGS. 11 and 13, step (S152) is
equivalent to (S95) of FIGS. 11 and 13, and step (S153) is
equivalent to (S96) of FIGS. 11 and 13.

[0123] In addition, the third exemplary embodiment may
be a program causing at least one computer to execute such
an abnormality detection method, and may be a recording
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medium having such a program recorded thereon and read-
able by the at least one computer.
[0124] According to the third exemplary embodiment, it is
possible to obtain the same operational effects as those in the
aforementioned first exemplary embodiment and second
exemplary embodiment.
[0125] Meanwhile, in a plurality of flow diagrams using
the aforementioned description, a plurality of steps (pro-
cesses) are described in order, but the order of steps executed
in each of the exemplary embodiments is not restricted to the
described order. In each of the exemplary embodiments, the
order of steps shown may be changed within the range
without any problem in term of contents. In addition, each
of the exemplary embodiments and each of the modification
examples described above may be combined in the range
consistent with the contents thereof.
[0126] Some or all of the respective exemplary embodi-
ments and the respective modification examples described
above may be specified as follows. However, the respective
exemplary embodiments and the respective modification
examples are not limited to the following descriptions.
[0127] 1. An image processing device including:
[0128] a change detection unit that detects a target state
change in a person on the basis of an input image; and
a determination unit that determines an abnormal state
in accordance with a detection obtained by detecting
occurrences of the target state change in a plurality of
persons.
[0129] 2. The image processing device according to 1,
wherein the determination unit detects the changed states
which have occurred in a plurality of persons to be the same
target state change.
[0130] 3. The image processing device according to 1 or 2,
wherein the determination unit detects occurrences of the
target state change in a plurality of persons close in distance
to each other.
[0131] 4. The image processing device according to any
one of 1 to 3, wherein the determination unit further uses a
deviation in occurrence times of the target state change in
the plurality of persons in order to determine an abnormal
state.
[0132] 5. The image processing device according to 4,
wherein the determination unit infers a degree of an abnor-
mal state in accordance with the deviation in the occurrence
times of the target state change in the plurality of persons.
[0133] 6. The image processing device according to any
one of 1 to 5, further including an output processing unit that
causes an output device to output an image in which a
drawing element is attached to a person group or to each
person of the person group in the input image, the detected
state change of the person group or said each person of the
person group being a basis of the determination for an
abnormal state.
[0134] 7. The image processing device according to 6,
wherein the output processing unit causes the output device
to output the image in which any one or both of the number
of persons in the person group and a relative distance
between each person of the person group are further attached
to the person group in the input image, the detected state
change of the person group being a basis of the determina-
tion for an abnormal state.
[0135] 8. The image processing device according to 6 or 7
wherein the output processing unit causes the output device
to output the image in which an order of state changes or a
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time difference between state changes is attached to each
person of the person group of which the detected state
change is a basis of the determination for an abnormal state,
as the drawing element or together with the drawing ele-
ment.

[0136] 9. The image processing device according to any
one of 6 to 8, wherein the output processing unit causes the
output device to output the image attached with the drawing
element indicating a direction corresponding to changed
states in state changes in a plurality of persons being a basis
of the determination for an abnormal state.

[0137] 10. The image processing device according to any
one of 1 to 9, further including:

[0138] a decision unit that decides a representative
position of the person group on the input image, the
detected state change of the person group being a basis
of the determination for an abnormal state; and

[0139] an output processing unit that causes the output
device to output an image in which the input image is
colored with a color corresponding to a distance from
the representative position, in a circular shape or an
elliptical shape centering on the representative position.

[0140] 11. The image processing device according to any
one of 6 to 10, wherein the output processing unit causes the
output of the image to continue over a period of time
corresponding to the number of persons in a person group of
which the detected state change is a basis of the determi-
nation for an abnormal state.

[0141] 12. The image processing device according to any
one of 1 to 11, further including:

[0142] a decision unit that that decides a representative
position of a person group on the input image, the
detected state change of the person group being a basis
of the determination for an abnormal state; and

[0143] a control unit that controls an imaging direction
of an imaging device, on the basis of the representative
position.

[0144] 13. The image processing device according to any
one of 1 to 12, further including a control unit that controls
an angle of view of an imaging device, on the basis of a size
of a person group on the input image, the detected state
change of the person group being a basis of the determina-
tion for an abnormal state.

[0145] 14. The image processing device according to any
one of 1 to 13, further including a control unit that continu-
ously changes an imaging direction of an imaging device in
a range in which an entirety or a portion of a person group
is included in the input image, the detected state change of
the person group being a basis of the determination for an
abnormal state.

[0146] 15. The image processing device according to any
one of 1 to 14, further including a control unit that changes
an imaging direction of an imaging device to a direction
corresponding to a changed state in a state change of a
plurality of persons being a basis of the determination for an
abnormal state.

[0147] 16. The image processing device according to any
one of 12 to 15, wherein the control unit continues to control
the imaging device, over a period of time corresponding to
the number of persons in the person group of which the
detected state change is a basis of the determination for an
abnormal state.
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[0148] 17. An abnormality detection method which is
executed by at least one computer, the method including:
[0149] detecting a target state change in a person on the
basis of an input image;
[0150] detecting occurrences of the target state change
in a plurality of persons; and
[0151] determining an abnormal state in accordance
with the detection.
[0152] 18. The abnormality detection method according to
17, wherein the detecting occurrences of the target state
change in a plurality of persons includes detecting the
changed states which have occurred in a plurality of persons
to be the same target state change.
[0153] 19. The abnormality detection method according to
17 or 18, wherein the detecting occurrences of the target
state change in a plurality of persons includes detecting
occurrences of the target state change in a plurality of
persons close in distance co each other.
[0154] 20. The abnormality detection method according to
any, one of 17 to 19, wherein the detecting occurrences of
the target state change in a plurality of persons includes
further detecting a deviation in occurrence times of the target
state change in the plurality of persons being within a
predetermined time period.
[0155] 21. The abnormality detection method according to
20, further including inferring a degree of an abnormal state
in accordance with the deviation in the occurrence times of
the target state change in the plurality of persons.
[0156] 22. The abnormality detection method according to
any one of 17 to 21, further including causing an output
device to output an image in which a drawing element is
attached to a person group or to each person of the person
group in the input image, the detected state change of the
person group or said each person of the person group being
a basis of the determination for an abnormal state.
[0157] 23. The abnormality detection method according to
22, wherein the output includes causing the output device to
output the image in which any one or both of the number of
persons in the person group and a relative distance between
each person of the person group are further attached to the
person group in the input image, the detected state change of
the person group being a basis of the determination for an
abnormal state.
[0158] 24. The abnormality detection method according to
22 or 23, wherein the output includes causing the output
device to output the image in which an order of state changes
or a time difference between state changes is attached to
each person of the person group of which the detected state
change is a basis of the determination for an abnormal state,
as the drawing element or together with the drawing ele-
ment.
[0159] 25. The abnormality detection method according to
any one of 22 to 24, wherein the output includes causing the
output device to output the image in which the drawing
element is at: indicating a direction corresponding to a
changed state in a state change in a plurality of persons being
a basis of the determination for an abnormal state.
[0160] 26. The abnormality detection method according to
any one of 17 to 25, wherein
[0161] the output further includes
[0162] deciding a representative position of the person
group on the input image, the detected state change of
the person group being a basis of the determination for
an abnormal state; and
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[0163] the abnormality detection method further
includes causing the output device to output an image
in which the input image is colored with a color
corresponding to a distance from the representative
position, in a circular shape or an elliptical shape
centering on the representative position.

[0164] 27. The abnormality detection method according to
any one of 22 to 26, further including causing the output the
image to continue over a period of time corresponding to the
number of persons in a person group of which the detected
state change is a basis of the determination for an abnormal
state.

[0165] 28. The abnormality detection method according to
any one of 17 to 27, further including:

[0166] deciding a representative position of the person
group on the input image, the detected state change of
the person group being a basis of the determination for
an abnormal state; and

[0167] controlling an imaging direction of an imaging
device, on the basis of the representative position.

[0168] 29. The abnormality detection method according to
any one of 17 to 28, further including controlling an angle
of view of an imaging device, on the basis of a size of a
person group on the input image of which the detected state
change is a basis of the determination for an abnormal state.
[0169] 30. The abnormality detection method according to
any one of 17 to 29, further including continuously changing
an imaging direction of an imaging device in a range in
which an entirety or a portion of a person group is included
in the input image, the detected state change of the person
group being a basis of the determination for an abnormal
state.

[0170] 31. The abnormality detection method according to
any one of 17 to 30, further including changing an imaging
direction of an imaging device to a direction corresponding
to a changed state of a state change of a plurality of persons
being a basis of the determination for an abnormal state.
[0171] 32. The abnormality detection method according to
any one of 28 to 31, further including; continuing to control
the imaging device, over a period of time corresponding to
the number of persons in the person group of which the
detected state change is a basis of the determination for an
abnormal state.

[0172] 33. A program causing a computer to execute the
abnormality detection method according to any one of 17 to
32.

[0173] 34, A recording medium having the program
according to 33 recorded thereon so as to be readable by a
computer.

[0174] This application claims priority from Japanese Pat-
ent Application No. 2014-132304 flied on Jun. 27, 2014 the
content of which is incorporated herein by reference in its
entirety.

1-19. (canceled)
20. An image processing system comprising:
at least one memory storing instructions;

one or more processors configured to process the instruc-
tions to perform:
detecting a predetermined state of a person in at least
part of an inputted image;
determining an occurrence of an abnormal state in case
the predetermined state is detected;



US 2020/0257905 Al

outputting an image in which each of highlights being
corresponded to each of the abnormal states of the
persons within the inputted image.

21. The image processing system according to claim 20,
in case detecting equal to or more two types of the prede-
termined state within the inputted image, outputting an
image in which each of highlights being corresponded to
each of types of the abnormal state.

22. The image processing system according to claim 21,
in case a person group including equal to or more two
persons in a same state detected within the inputted image,
outputting an image in which each of highlights being
corresponded to each of the groups.

23. An image processing method comprising:

detecting a predetermined state of a person in at least part

of an inputted image;

determining an occurrence of an abnormal state in case

the predetermined state is detected;

outputting an image in which each of highlights being

corresponded to each of the abnormal states of the
persons within the inputted image.

24. The image processing method according to claim 23,
in case detecting equal to or more two types of the prede-
termined state within the inputted image, outputting an
image in which each of highlights being corresponded to
each of types of the abnormal state.
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25. The image processing method according to claim 24,
in case a person group including equal to or more two
persons in a same state detected within the inputted image,
outputting an image in which each of highlights being
corresponded to each of the groups.

26. A non-transitory computer readable recording medium
which records a program, wherein the program causing a
computer to execute:

detecting a predetermined state of a person in at least part

of an inputted image;

determining an occurrence of an abnormal state in case

the predetermined state is detected;

outputting an image in which each of highlights being

corresponded to each of the abnormal states of the
persons within the inputted image.

27. The recording medium according to claim 26, in case
detecting equal to or more two types of the predetermined
state within the inputted image, outputting an image in
which each of highlights being corresponded to each of
types of the abnormal state.

28. The recording medium according to claim 27, in case
a person group including equal to or more two persons in a
same state detected within the inputted image, outputting an
image in which each of highlights being corresponded to
each of the groups.



