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(57) ABSTRACT

A controller includes an interface and storage circuitry. The
interface communicates with a memory that includes
memory cells that store data in multiple programming
levels, and that are organized in Word Lines (WLs). Each
WL connects to one or more cell-groups of the memory
cells. The memory cells in some cell-groups suffer from an
impairment that has a different severity for reading data units
of different bit-significance values. The storage circuitry
assigns multiple parity groups to data units stored in cell-
groups belonging to consecutive WLs, so that a same parity
group is assigned to data units of different bit-significance
values in neighboring groups of Nwl consecutive WLs.
Upon detecting a failure to access a data unit of a given
parity group, due to the impairment, the storage circuitry
recovers the data unit using other data units assigned to the
given parity group, and that are stored in other cell-groups.
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RECOVERY OF DATA FAILING DUE TO
IMPAIRMENT WHOSE SEVERITY DEPENDS
ON BIT-SIGNIFICANCE VALUE

TECHNICAL FIELD

[0001] Embodiments described herein relate generally to
data storage, and particularly to methods and systems for
recovering data failing in multiple word lines.

BACKGROUND

[0002] In various storage systems, a controller stores data
in multiple memory devices using a redundant storage
scheme supporting data recovery, such as, for example, a
redundant array of independent disks (RAID) scheme.
Methods for data recovery in nonvolatile storage systems are
known in the art. For example, U.S. Pat. No. 9,996,417
describes a controller that communicates with a multi-plane
memory comprising: multiple memory cells organized in at
least two different memory planes that are accessible in
parallel; and multiple word lines (WLs), wherein each WL
traverses the different memory planes and is connected to
respective cell-groups of the memory cells in the different
memory planes, wherein in a first failure mode, two or more
cell-groups belonging to different WLs fail but only in a
single memory plane, and wherein in a second failure mode,
a plurality of cell-groups belonging to a single WL {fail in
multiple memory planes; and a processor, which is config-
ured to assign multiple cell-groups of the memory cells to a
parity group, such that (i) no two cell-groups in the parity
group belong to a same WL, and (ii) no two cell-groups in
the parity group belong to adjacent WLs in a same memory
plane, wherein the processor is further configured to, upon
detecting a failure to access a cell-group in the parity group
due to either the first failure mode or the second failure mode
but not both the first and second failure modes simultane-
ously, recover data stored in the cell-group using one or
more remaining cell-groups in the parity group.

SUMMARY

[0003] An embodiment that is described herein provides a
controller, including an interface and storage circuitry. The
interface is configured to communicate with a memory
including multiple memory cells that store data in a number
of programming levels higher than two. The memory cells
are organized in multiple Word Lines (WLs), each WL
connects to one or more cell-groups of the memory cells.
The memory cells in some of the cell-groups suffer from an
impairment that has a different severity for reading data units
of different respective bit-significance values. The storage
circuitry is configured to assign multiple parity groups to
multiple data units stored in cell-groups belonging to mul-
tiple consecutive WLs, so that a same parity group is
assigned to data units of different bit-significance values in
neighboring groups of Nwl consecutive WLs, and upon
detecting a failure to access a given data unit of a given
parity group, due to the impairment, to recover the given
data unit using one or more other data units assigned to the
given parity group, and that are stored in cell-groups other
than the cell-group storing the given data unit.

[0004] In some embodiments, the storage circuitry is
configured to calculate redundancy data over the given data
unit and the other data units, to store the redundancy data
prior to reading the given data unit, and to recover the given
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data unit upon failure by retrieving the redundancy data and
the other data units, and reproducing the given data unit
based on the retrieved redundancy data and the other data
units. In other embodiments, the impairment is caused due
to memory cells in the given cell-group that are erased to an
erasure programming level, but are read falsely as being
programmed to a programming level other than the erasure
programming level. In yet other embodiments, the impair-
ment is caused due to a difference in temperature in pro-
gramming and reading the memory cells of the given
cell-group, causing a shift of an optimal setting of at least
one read threshold beyond a voltage range that the memory
supports for setting read thresholds.

[0005] In an embodiment, the data units span a cell-group
defined in a list consisting of an entire WL, one or more data
pages, and one or more code words (CWs) calculated using
an error correction code (ECC). In another embodiment, the
storage circuitry is configured to assign a number Npg of
different parity groups to Npg respective data units stored in
a group of Nwl consecutive WLs, in accordance with a first
pattern, and to assign the Npg parity groups to data units
stored in another group of Nwl consecutive WLs, in accor-
dance with a second pattern including a permutation of the
first pattern. In yet another embodiment, the memory cells in
each WL are organized in multiple strings, and the storage
circuitry is configured to assign a same parity group to data
units belonging to different strings, in selected neighboring
groups of Nwl consecutive WLs.

[0006] In some embodiments, the memory cells in each
WL are organized in multiple planes, and the storage cir-
cuitry is configured to assign a same parity group to data
units belonging to different planes, in selected neighboring
groups of Nwl consecutive WLs. In other embodiments, the
memory cells in each WL are organized in multiple strings
and multiple planes, and the storage circuitry is configured
to assign a same parity group to data units belonging to one
of (i) different strings and same planes (ii) different planes
and same strings or (iii) both different strings and different
planes, in selected neighboring groups of Nwl consecutive
WLs.

[0007] There is additionally provided, in accordance with
an embodiment that is described herein, a method for data
storage, including, in a controller that communicates with a
memory including multiple memory cells that store data in
a number of programming levels higher than two, the
memory cells are organized in multiple Word Lines (WLs),
each WL connects to one or more cell-groups of the memory
cells, and the memory cells in some of the cell-groups suffer
from an impairment that has a different severity for reading
data units of different respective bit-significance values,
assigning multiple parity groups to multiple data units stored
in cell-groups belonging to multiple consecutive WLs, so
that a same parity group is assigned to data units of different
bit-significance values in neighboring groups of Nwl con-
secutive WLs. Upon detecting a failure to access a given
data unit of a given parity group, due to the impairment, the
given data unit is recovered using one or more other data
units assigned to the given parity group, and that are stored
in cell-groups other than the cell-group storing the given
data unit.

[0008] These and other embodiments will be more fully
understood from the following detailed description of the
embodiments thereof, taken together with the drawings in
which:
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BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 is a block diagram that schematically illus-
trates a memory system, in accordance with an embodiment
that is described herein;

[0010] FIG. 2A is a diagram that schematically illustrates
threshold voltage distributions in a group of memory cells,
prior to and after being affected by erase penetration impair-
ment, in accordance with an embodiment that is described
herein;

[0011] FIG. 2B is a diagram that schematically illustrates
threshold voltage distributions in a group of memory cells
that are affected by cross-temperature impairment, in accor-
dance with an embodiment that is described herein;

[0012] FIG. 3 is a diagram that schematically illustrates a
data recovery scheme in which parity groups are assigned to
data units over multiple bit-significance values and one or
more dimension types, in accordance with an embodiment
that is described herein; and

[0013] FIG. 4 is a flow chart that schematically illustrates
a method for recovering data units that fail due to an
impairment whose severity depends on bit-significance
value, in accordance with an embodiment that is described
herein.

DETAILED DESCRIPTION OF EMBODIMENTS

Overview

[0014] Various storage systems comprise a controller that
stores data in one or more memory devices. The memory
devices comprise memory cells that are typically arranged in
one or more arrays of rows and columns. A row of memory
cells is also referred to as a word line (WL). In some
embodiments, the memory cells are arranged in multiple
sub-arrays such as “planes” that share a common WL. In a
three-dimensional configuration, sub-arrays may comprise
planes, “strings” or both.

[0015] The controller may store data to WLs in units that
are referred to as data pages. In a multi-level cell (MLC)
device, the controller stores both a least significant bit (LSB)
page and a most significant bit (MSB) page to a group of
memory cells, using two programming levels. Similarly, in
a three-level cell (TLC) device, the controller stores a LSB
data page, a MSB data page and an upper-significant (USB)
page to a group of the memory cells, using eight program-
ming levels. A quad-level cell (QLC) device can be pro-
grammed to assume one of sixteen possible programming
levels.

[0016] Embodiments that are described herein provide
methods and systems for recovering data in a nonvolatile
memory, in which some of the memory cells may suffer from
an impairment that has a different severity for reading data
of different respective bit-significance values. Impairments
of this sort are caused, for example, due to “erase penetra-
tion” or due to a difference in the temperatures between the
time of programming and the time of reading, also referred
to herein as “cross-temperature.” In erase penetration,
threshold voltages of erased memory cells are shifted to
higher values and may be falsely interpreted as programmed
to a programming level other than the erasure level. In a
cross-temperature situation, an optimal setting of a read
threshold may fall outside a supported range of read thresh-
olds. In such cases, setting of a read threshold non-optimally
may result in a read failure. The erase penetration impair-
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ment described above tends to cause read failures in multiple
consecutive WLs, possibly in a common plane or string.
[0017] In the disclosed embodiments, the memory con-
troller defines a recovery scheme that supports recovery of
data that failed due to impairments such as erase penetration
and cross-temperature that may occur over multiple con-
secutive WLs. The recovery scheme is defined for a certain
type of data units that the controller reads from respective
cell-groups in the memory. Each data unit corresponds to
some bit-significance value. A data unit may span, for
example, the memory cells of an entire WL, or part thereof
such as, for example, one or more data pages, one or more
code words (CW) that were encoded using a suitable error
correction code (ECC).

[0018] In some embodiments, in defining the recovery
scheme, the memory controller assigns a number Npg of
parity groups to multiple data units stored in cell-groups
belonging to multiple consecutive WLs, wherein a same
parity group is assigned to data units of different bit-
significance values in neighboring groups of Nwl consecu-
tive WLs. For example, in an ML.C device, a common parity
group alternates between L.SB data unit and MSB data unit
in neighboring groups of Nwl consecutive WLs. Such alter-
nation of the bit-significance value increases the number of
consecutive WLs from Nwl to 2-Nwl that are recoverable
with high probability. By alternating between two different
data units (e.g., code words CW0 and CW1) every 2-Nwl
consecutive WLs, the number of consecutive WLs that are
recoverable with high probability increases to 4-Nwl, in this
example. Alternatively, a recovery scheme can be designed,
in which the number of parity groups reduces by a respective
factor of two or four for protecting Nwl consecutive WLs.
[0019] Recovery schemes for TLC and QLC can be
designed using similar principles. For example, in TL.C and
QLC, a common parity group alternates among data units of
three (TLC) or four (QLC) bit-significance values in neigh-
boring groups of Nwl consecutive WLs.

[0020] In some embodiments, the memory controller cal-
culates redundancy data over multiple data units assigned to
a given parity group, and that are stored in different respec-
tive cell-groups, and stores the calculated redundancy data,
e.g., in the memory device. Upon detecting a failure to
access a given data unit of the given parity group, due to the
impairment, the memory controller recovers the given data
unit by retrieving the redundancy data and the other data
units used in calculating that redundancy data. The memory
controller reproduces the given data unit based on the
retrieved redundancy data and the other data units.

[0021] In some embodiments, the memory controller
assigns Npg different parity groups to Npg respective data
units stored in a group of Nwl consecutive WLs, in accor-
dance with a first pattern, and further assigns these Npg
parity groups to data units stored in another group of Nwl
consecutive WLs, in accordance with a second pattern
comprising a permutation of the first pattern.

[0022] In an embodiment, the memory controller assigns
a same parity group to data units belonging to one of (i)
different strings and same planes, (ii (different planes and
same strings or (iii) both different strings and different
planes, in selected neighboring groups of Nwl consecutive
WLs.

[0023] In the disclosed techniques, a redundancy-based
recovery scheme modifies the assignment of a parity group
to data units having different bit-significance values, and
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possibly different physical dimension such as string and/or
plane, in neighboring groups of Nwl consecutive WLs. In
the disclosed recovery schemes, the number of consecutive
WLs that are recoverable with high probability increases
without increasing the number of parity groups required, and
thus retaining low storage footprint for redundancy infor-
mation.

System Description

[0024] FIG. 1 is a block diagram that schematically illus-
trates a memory system 20, in accordance with an embodi-
ment that is described herein. Memory system 20 can be
used in various host systems and devices, such as in com-
puting devices, cellular phones or other communication
terminals, removable memory modules, Solid State Disks
(SSD), Secure Digital (SD) cards, Multi-Media Cards
(MMC) and embedded MMC (eMMC), digital cameras,
music and other media players and/or any other system or
device in which data is stored and retrieved.

[0025] Memory system 20 comprises a Non-Volatile
Memory (NVM) device 24, which stores data in a memory
array 28 that comprises multiple memory cells 32, such as
analog memory cells. The memory cells are arranged in
multiple memory blocks 34. In the context of the present
patent application, the term “analog memory cell” is used to
describe any memory cell that holds a continuous, analog
value of a physical parameter, such as an electrical voltage
or charge. Memory array 28 may comprise solid-state
memory cells 32 of any kind, such as, for example, NAND,
NOR and Charge Trap Flash (CTF) Flash cells, phase
change RAM (PRAM, also referred to as Phase Change
Memory—PCM), Nitride Read Only Memory (NROM),
Ferroelectric RAM (FRAM) or Resistive RAM (RRAM).
Although the embodiments described herein refer mainly to
analog memory, the disclosed techniques may also be used
with various other memory types.

[0026] The charge levels stored in the memory cells and/or
the analog voltages or currents written into and read out of
the memory cells are referred to herein collectively as
analog values, storage values or analog storage values.
Although the embodiments described herein mainly address
threshold voltages, the methods and systems described
herein may be used with any other suitable kind of storage
values. In the description that follows, the terms “analog
values” and “threshold voltages™ are used interchangeably.
[0027] Memory system 20 stores data in analog memory
cells 32 by programming the memory cells to assume
respective memory states, which are also referred to as
programming levels. The programming levels are selected
from a finite set of possible levels, and each programming
level corresponds to a certain nominal storage value. For
example, a 2 bit/cell Multi-Level Cell (MLC) can be pro-
grammed to assume one of four possible programming
levels by writing one of four possible nominal storage values
into the cell. Similarly, a 3 bit/cell device and a 4 bit/cell
device, also referred to as a Triple-Level Cell (TLC) and
Quad-Level Cell (QLC), can be programmed to assume one
of eight and one of sixteen possible programming levels,
respectively. A memory cell that stores a single bit (i.e.,
using two programming levels) is also referred to as a
Single-Level Cell (SLC).

[0028] Memory device 24 comprises a reading/writing
(R/W) module 36, which converts data for storage in the
memory device to analog storage values and writes them
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into memory cells 32. In alternative embodiments, the R/'W
module does not perform the conversion, but is provided
with voltage samples, i.e., with the storage values for storage
in the memory cells. When reading data out of memory array
28, R/W module 36 converts the storage values of memory
cells 32 into digital samples having an integer resolution of
one or more bits. Data is typically written to and read from
the memory cells in data units that are referred to as data
pages (or simply pages, for brevity).

[0029] For reading a data page, the R/W module typically
sets one or more read thresholds, e.g., at about mid-points
between adjacent nominal programming levels, and senses
the threshold voltages of the memory cells relative to the
read thresholds. In some embodiments, the R/W module
supports setting read thresholds only within a predefined
range of voltages.

[0030] Memory system 20 comprises a memory controller
40 that performs storage and retrieval of data in and out of
memory device 24. Memory controller 40 comprises a
memory interface 44 for communicating with memory
device 24, a processor 48, and an error correction code
(ECC) module 50. The memory controller communicates
with the memory device via memory interface 44 over a
communication link 46. Communication ink 46 may com-
prise any suitable link or communication bus, such as, for
example, a PCle bus.

[0031] Insomeembodiments, the memory controller com-
municates with the memory device storage commands such
as erase, program and read command. The memory control-
ler may communicate with the memory device control
commands, e.g., for configuring read thresholds. The dis-
closed techniques can be carried out by memory controller
40, by R/W module 36, or both. Thus, in the present context,
memory controller 40 and R/W module 36 are referred to
collectively as “storage circuitry” that carries out the dis-
closed techniques.

[0032] Memory controller 40 communicates with a host
52, for accepting data for storage in the memory device and
for outputting data retrieved from the memory device. In
some embodiments, ECC module 50 encodes the data for
storage using a suitable ECC and decodes the ECC of data
retrieved from the memory. ECC module 50 may comprise
any suitable type of ECC, such as, for example, Low Density
Parity Check (LDPC), Reed-Solomon (RS) or Bose-Chaud-
huri-Hocquenghem (BCH), can be used. The word produced
by the ECC encoder in a single encoding operation, in
accordance with the rules defining the underlying code, is
also referred to as a code word (CW).

[0033] Data read from a group of memory cells may
contain one or more errors. The number of errors typically
increases when the read threshold used for sensing the
memory cells is positioned non-optimally. A read operation
fails, for example, when the number of errors in the read data
exceeds the ECC capabilities.

[0034] Memory controller 40 may be implemented in
hardware, e.g., using one or more Application-Specific Inte-
grated Circuits (ASICs) or Field-Programmable Gate Arrays
(FPGAs). Alternatively, the memory controller may com-
prise a microprocessor that runs suitable software, or a
combination of hardware and software elements.

[0035] The configuration of FIG. 1 is an example memory
system configuration, which is shown purely for the sake of
conceptual clarity. Any other suitable memory system con-
figuration can also be used. For example, although the
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example of FIG. 1 shows a single memory device, in
alternative embodiments memory controller 40 may control
multiple memory devices 24. Elements that are not neces-
sary for understanding the principles of the present disclo-
sure, such as various interfaces, addressing circuits, timing
and sequencing circuits and debugging circuits, have been
omitted from the figure for clarity.

[0036] In the example memory system configuration
shown in FIG. 1, memory device 24 and memory controller
40 are implemented as two separate Integrated Circuits
(ICs). In alternative embodiments, however, the memory
device and the memory controller may be integrated on
separate semiconductor dies in a single Multi-Chip Package
(MCP) or System on Chip (SoC), and may be interconnected
by an internal bus. Further alternatively, some or all of the
memory controller circuitry may reside on the same die on
which the memory array is disposed. Further alternatively,
some or all of the functionality of memory controller 40 can
be implemented in software and carried out by a processor
such as processor 48 or other element of the host system. In
some embodiments, host 52 and memory controller 40 may
be fabricated on the same die, or on separate dies in the same
device package.

[0037] In some embodiments, processor 48 of memory
controller 40 comprises a general-purpose processor, which
is programmed in software to carry out the functions
described herein. The software may be downloaded to the
processor in electronic form, over a network, for example, or
it may, alternatively or additionally, be provided and/or
stored on non-transitory tangible media, such as magnetic,
optical, or electronic memory.

[0038] In an example configuration of memory array 28,
memory cells 32 are arranged in multiple rows and columns,
and each memory cell comprises a floating-gate transistor.
The gates of the transistors in each row are connected by
word lines, and the sources of the transistors in each column
are connected by bit lines. The memory array is typically
divided into multiple memory pages, i.e., groups of memory
cells that are programmed and read simultaneously.

[0039] In the example of FIG. 1, the memory cells are
arranged in a Three-Dimensional (3D) configuration. In
such embodiments, the memory cells are arranged in mul-
tiple strings 58, wherein each WL comprises memory cells
of multiple different strings.

[0040] In some embodiments, memory pages are sub-
divided into sectors. Data pages may be mapped to word
lines in various manners. Each word line may store one or
more data pages. A given data page may be stored in all the
memory cells of a word line, or in a subset of the memory
cells (e.g., the odd-order or even-order memory cells). To
access a specific word line or data page, the memory device
is provided with a respective physical address.

[0041] Erasing of the memory cells in memory array 28 is
usually carried out in blocks that contain multiple memory
pages. Typical memory devices may comprise thousands of
erasure blocks, also referred to as “memory blocks” 34. In
a typical two-dimensional (2D) two-bit-per-cell MLC
device, each erasure block is on the order of 128 word lines,
each comprising several tens of thousands of memory cells.
Two-bit-per-cell devices having 128 word lines per erasure
block that store a data page per bit-significance value would
have 256 data pages per erasure block, and three-bit-per-cell
devices would have 384 data pages per block. A typical
three-dimensional (3D) device that stores three bits per cell
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may comprise, for example, 4 strings per block, wherein
each string comprises several thousand layered columns that
each comprises 48 layers of cell columns. Such a 3D device
has 12 data pages per a physical word line, or 576 data pages
per an erasure block. Alternatively, other block sizes and
configurations can also be used.

Impairments that Cause Severe Errors to Data
Units of

[0042] Selected Bit-Significance Values Nonvolatile
memories may suffer from various types of impairments that
typically cause a large number of errors in reading stored
data, e.g., beyond the error correction capabilities of ECC
50. Impairments resulting in severe reliability degradation
may result, for example, due to physical defects in the
storage array created at manufacturing time, or develop
during the lifetime of the memory device. Alternatively or
additionally, storage reliability may degrade due to varying
environmental conditions such as temperature.

[0043] In the present context, we refer mainly to impair-
ments in which data units of different bit-significance values
experience different severity levels of degradation. Such
impairments may affect multiple WLs that are physically
close to one another in the memory array, e.g., due to short
circuit.

[0044] FIG. 2A is a diagram that schematically illustrates
threshold voltage distributions in a group of memory cells,
prior to and after being affected by erase penetration impair-
ment, in accordance with an embodiment that is described
herein. FIG. 2B is a diagram that schematically illustrates
threshold voltage distributions in a group of memory cells
that are affected by cross-temperature impairment, in accor-
dance with an embodiment that is described herein. The
description of FIGS. 2A and 2B refers to memory device 24
of memory system 20, configured as a MLC device that
stores 2 bits/cell.

[0045] Consider a group of memory cells 32 in which a
least significant bit (LSB) data page and a most significant
bit (MSB) data page are stored. The diagrams in FIGS. 2A
and 2B depict four programming levels denoted L.O . . . [.3
corresponding to respective threshold voltage distributions
60A . .. 60D. Distributions of this sort apply to suitable data
units other than data pages, such as for example, code words.
[0046] Each of programming levels O . . . L3 corresponds
to a pair of bits comprising a LSB and a MSB. In the present
example, in storing data to the group of the memory cells,
the memory controller encodes 2-bit groups into the four
programming levels using a Gray code so that only one
bit-significance value changes between neighboring pro-
gramming levels. In this example, programming level L.O is
assigned to erased memory cells and is associated with
(LSB, MSB) bit pair ‘11°, whereas programming levels [.1,
L2 and L3 correspond to respective (LSB, MSB) bit pairs
‘10°, <00” and ‘01, thus implementing a Gray code.
[0047] As noted above, reading the memory cells of
memory device 24 typically involves setting one or more
read thresholds and sensing the threshold voltages of the
memory cells being read. In FIGS. 2A and 2B, a read
threshold depicted as a vertical line 64 (denoted RV2) is
used for reading L.SB data pages, whereas read thresholds
depicted as vertical lines 66A and 66B (denoted RV1 and
RV3, respectively) are used for reading MSB data pages. In
some embodiments, the memory device supports setting
read thresholds only within a predefined voltage range 68. In
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FIGS. 2A and 2B, voltage range 68 resides between thresh-
old voltages denoted Vmin and Vmax, wherein in this
example, Vmin=0V.

[0048] In FIGS. 2A and 2B, the memory cells in the
relevant group are programmed at a temperature denoted
T_PRG and read at a temperature denoted T_RD. In FIG. 2A
the memory cells are programmed and read at similar
temperatures, whereas in FIG. 2B the memory cells are
programmed and read at different temperatures, as will be
described below.

[0049] The upper diagram in FIG. 2A refers to a situation
in which the memory cells suffer no impairments. In the
upper diagram of FIG. 2A, the reading thresholds RV1, RV2
and RV3 are configured to their respective optimal levels,
typically at some middle threshold voltage between the
relevant programming levels. Optimal settings of the read
thresholds result, for example, in a minimal number of errors
in a readout result from the memory array. In FIG. 2A, all
the read thresholds fall within voltage range 68. Moreover,
the lower tail of L1 and the upper tail of 1.2 also fall within
read threshold voltage range 68, which typically maintains
the number of readout errors in reading an LSB page or a
MSB page within the error correction capabilities of ECC
50.

[0050] The lower diagram in FIG. 2A refers to an erase
penetration failure mode. As seen in this diagram, the
threshold voltages of some erased memory cells of program-
ming level LO are shifted to higher levels that exceed RV1.
Such memory cells will therefore read erroneously as
MSB=0 instead of MSB=1. The reading of the MSB data
page may fail, when a large number of the memory cells
storing that MSB data page are affected by the erase pen-
etration impairment.

[0051] As noted above, FIG. 2B refers to cases in which
the memory cells are programmed at a temperature T_PRG
but are later read at a different temperature T_RD. The upper
diagram of FIG. 2B refers to reading at a temperature T_RD
that is much higher than T_PRG (e.g., T_PRG=0° C. and
T_RD=85° C.). As a result, at the time of reading, the
threshold-voltage distributions are shifted towards lower
voltage values of the threshold voltage axis. Therefore, the
optimal read threshold RV1 now falls outside voltage range
68. As a result, the threshold voltages of some of the
memory cells that were programmed to [.1 at temperature
T_PRG now fall between RV1 and the lower boundary of
voltage range 68 (e.g., OV) and will be read as MSB=1
instead of MSB=0. In such situations, the number of errors
in reading the MSB data page exceeds the error correction
capabilities of the ECC with high probability, in which case
the MSB data page is unrecoverable from the MSB readout
result.

[0052] A similar scenario occurs in the lower diagram of
FIG. 2B, in which T_RD<T_PRG (e.g., T_PRG=85° C. and
T_RD=0° C.). In this case, the threshold-voltage distribu-
tions shift to higher threshold voltages, which may cause the
optimal read threshold RV3 to fall outside voltage range 68,
above Vmax. In this case too, the MSB page may be
unrecoverable from the MSB readout result.

[0053] In the FIGS. 2A and 2B memory cells that store 2
bits/cell may suffer from an erase penetration or cross-
temperature impairment. Such impairments may affect
memory devices of higher storage densities such as TLC and
QLC devices, in a similar manner to the MLC case of FIGS.
2A and 2B.
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[0054] Although in FIGS. 2A and 2B, an MSB page read
failure occurs due to the impairments, in other embodiments,
the reading of data pages of other bit-significance values
may be degraded. For example, in a TLC device, data pages
of different bit-significance values may suffer from cross-
temperature impairment, when reading at respective lower
or higher temperatures relative to the temperature at pro-
gramming.

Efficient Recovery Schemes

[0055] In some embodiments, memory controller 40
applies to the memory device 24 a data recovery scheme by
assigning to data units stored in the memory device a
predefined number of parity groups. A data unit for a given
bit-significance value may be stored in memory cells of an
entire WL, a data page, a code word of the underlying ECC,
or any other suitable type of data unit. In some embodi-
ments, a data unit comprises multiple code words, or mul-
tiple page types.

[0056] In some embodiments, the memory controller cal-
culates a redundancy over multiple data units that belong to
a common parity group. The memory controller calculates
respective redundancy data for each parity group, for
example, by applying a bitwise XOR operation over mul-
tiple data units belonging to the parity group in question. The
memory controller stores the resulting redundancy data, for
example, in a memory block containing one or more of the
data units that were used for calculating the redundancy
data, or in a different memory block.

[0057] To recover a data unit whose reading has failed, the
memory controller (i) reads other data units of the parity
group assigned to the failing data unit that were used in
calculating the redundancy data (ii) reads the relevant redun-
dancy data and (iii) applies a bitwise XOR operation over
the read data units and the redundancy data. Such a recovery
method requires that all of the other data units and the
redundancy data are retrieved correctly from the memory
array.

[0058] FIG. 3 is a diagram that schematically illustrates a
data recovery scheme 70 in which parity groups are assigned
to data units over multiple bit-significance values and one or
more dimension types, in accordance with an embodiment
that is described herein. FIG. 3 refers to memory device 24
of memory system 20, configured as a MLC device that
stores 2 bits/cell. As such, the memory controller stores both
LSB and MSB data in a group of memory cells that belong
to a common WL. In addition, the memory cells may suffer
from impairments whose severity depend on bit-significant
value, e.g., as described in FIGS. 2A and 2B above.
[0059] In some embodiments, the memory controller
defines recovery scheme 70 by assigning parity groups 74 to
data units stored, wherein each data unit is associated with
a bit-significance value. The bit-significance value is also
referred to herein as a “page type”, denoted “PT” in the
figure. In the present ML.C example, the page types sup-
ported comprise bit-significance values LSB and MSB.
[0060] Inrecovery scheme 70, each WL is associated with
one or more dimension types. A dimension type (denoted
DIM in the figure) comprises, for example, a data unit, a
memory string or a memory plane. In FIG. 3, the data unit
dimension type is denoted DIM1=DATA UNIT, the string
dimension type is denoted DIM2=STRING, and the plane
dimension type is denoted DIM3=PLANE. Each of the
dimension types may comprise one or more dimension
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values. In FIG. 3, the DATA UNIT (DU) dimension type has
two dimension values denoted CW0 and CW1 correspond-
ing to two code words stored in a common WL. In alterna-
tive embodiments, other data units can be used, such as, for
example, one or more data pages stored in a common WL.
[0061] Insomeembodiments, the recovery scheme in FIG.
3 comprises other dimension types, such as the STRING or
the PLANE dimension type. The STRING dimension type
may comprise, for example four dimension values denoted
STRO . .. STR3 corresponding to four strings coupled to a
common WL. The PLANE dimension type comprises, for
example, two dimension values denoted PLANO and
PLANE], corresponding to two planes that share a common
WL. Alternatively or additionally, any other suitable dimen-
sion types with respective dimension values can also be
used. In the present context, the term “dimension type”
refers to (i) a physical attribute of memory array that is
physically related to a given WL or (ii) a logical attribute
related to data segmentation performed by the memory
controller.

[0062] In some embodiments, the memory controller
defines recovery scheme 70 by assigning different parity
groups to a plurality of data units in a number Nwl of
consecutive WLs. In the present example, the memory
controller assigns 12 parity groups denoted O . . . 11 to LSB
and MSB data units over three consecutive WLs (NwI=3)
and two code words, as depicted by a dotted line rectangle
that includes WLO, WL1 and WL2. For example, LSB CWO0
and LSB CW1 in WLO are assigned respective parity groups
0 and 2. As another example, MSB CWO0 and MSB CW1 in
WL1 are assigned respective parity groups 5 and 7. In the
present example, the total number of parity groups, denoted
Npg, is given by:

Npg=Nwi-Npt-Ndim Equation 1:

wherein Nwl denotes the number of consecutive WLs over
which the parity groups are defined, Npt denotes the number
of page types (bit-significance values) used, and Ndim
denotes the number of dimension values. In FIG. 3, Nwl=3,
Npt=2 (LSB/MSB) and Ndim=2 (CW0, CW1), resulting in
Npg=12.

[0063] In the present context, the term “pattern™ refers to
an order in which the Npg parity groups are assigned to data
units over bit-significance values and physical dimensions in
a group of Nwl consecutive WLs. The pattern initially
assigned to a group of Nwl consecutive WLs (e.g., WLO . .
. WL2) is referred to herein as a “default pattern.”

[0064] InFIG. 3, 12 (Npg) parity groups are assigned over
the group of 3 (Nwl) consecutive WLs—WLO . . . WL2.
Supporting data recovery in additional WLs can be specified
in various ways. In an example embodiment, the default
pattern assigned to the data units in WLO . . . WL2 is
repeated over subsequent groups of Nwl=3 consecutive WLs
(not shown). In such an embodiment, the recovery scheme
supports the recovery (with high probability) of data units
that fail within Nwl consecutive WLs.

[0065] In some embodiments, the memory controller
defines the recovery scheme, by assigning permutations of
the default pattern defined over WLO . . . WL2, to data units
in subsequent groups of Nwl consecutive WLs. In the
example of FIG. 3, LSB and MSB data units are assigned
alternating parity groups in WLs that are separated by Nwl
indices from one another. For example, LSB and MSB data
units are assigned alternating parity groups 0 and 1 between

Aug. 13,2020

the WL groups WLO-WL3, WL3-WL6, WL6-WL9, and so
on. Similarly, LSB and MSB data units are assigned alter-
nating parity groups 6 and 7 between WL1-WL4, WL4-
WL7, WL7-WL10, and so on.

[0066] In some embodiments, the pattern of assigning
parity groups to data units in a subsequent group of Nwl
consecutive WLs uses the same bit-significance value as the
default pattern, but modifies one dimension value. Such
permutations apply, for example, in WLs whose indices are
separated by K-Nwl WLs, wherein K is an integer number
and 2=K. In the example of FIG. 3, the parity groups 0/1
assigned to LSB/MSB in CW0 of WLO in the default pattern,
are assigned to LSB/MSB in CW1 of WL6, and again to
LSB/MSB in CWO0 of WL12. In this case the relevant WLs
are separated from one another by 2-Nwl WLs.

[0067] By assigning parity groups to data units using one
or more permutations of a default assignment pattern, a
cycle of the recovery scheme can be extended beyond Nwl
consecutive WLs. For example, by modifying the page type
between neighboring groups of Nwl consecutive WLs, the
cycle of the recovery scheme extends from Nwl consecutive
WLs to Npt-Nwl consecutive WLs, e.g., to 2-Nwl in the
example of FIG. 3. In addition, by modifying also one
dimension value between groups of 2-Nwl consecutive WLs,
the scheme in FIG. 3 extends the «cycle to
Npt-Ndim-Nwl=4-Nwl consecutive WLs. The cycle captures
a number of consecutive WLs in which the data units are
recoverable with high probability. In the example of FIG. 3,
one cycle of the recovery scheme covers WLO . . . WL11,
and repeats starting at WL12.

[0068] The recovery scheme of FIG. 3 was given by way
of' example, and other suitable recovery schemes can also be
used. In an example embodiment, for a MLLC device that
stores four CWs per WL, the memory controller would
assign, in WLO, parity groups (0/1), (2,3), (4,5) and (6,7) to
respective LSB/MSB code words CW0, CW1, CW2 and
CW3 (not shown).

[0069] The memory device in FIG. 3, comprises a ML.C
device that stores LSB and MSB data units. In an alternative
embodiment, the memory device stores a number of bits per
cell higher than two, such as a TLC and QLC that store 3 bits
and Obits per cell, respectively. In a TLC device, the
memory controller would define three page types LSB/
MSB/USB. In this case, CW0 and CW1 in WLO are assigned
parity groups 0/1/2 and 3/4/5, respectively (not shown).
[0070] In some embodiments, the recovery scheme is
specified for a single dimension type, such as the DATA
UNIT dimension in FIG. 3. A recovery scheme similar to the
one in FIG. 3, in which another dimension type replaces the
DATA UNIT dimension type, e.g., the STRING or PLANE
dimension type, can also be used. When the recovery
scheme is specified over multiple different dimension types,
the factor Ndim in calculating Npg using Equation 1 above
equals the total number of permutations over the different
dimension types.

[0071] A recovery scheme that is specified over multiple
different dimension types may be specified, e.g., over both
the DATA UNIT and STRING dimension types. In such
embodiments, between selected neighboring groups of Nwl
consecutive WLs, (i) only one dimension type is modified,
or (ii) multiple dimension types are modified together.
Example recovery schemes that are defined for both the
DATA UNIT dimension type and the STRING dimension
type are depicted in Table 1 and Table 2 below. In this
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example, the DATA UNIT dimension type has dimension
values CW0 and CW1, and the STRING dimension type has
dimension values STRO and STR1. For the sake of clarity,
Table 1 and Table 2 include only the first WLs in the
respective groups of 3 consecutive WLs, in this case, WLO,
WL3, WL6, WL9 and so on.

TABLE 1

Recovery scheme with single dimension type modification

STRO STR1
CWO0 CwW1 CWO0 CW1
WL LSB/MSB LSB/MSB LSB/MSB LSB/MSB
WLO 0/1 2/3 4/5 6/7
WL3 1/0 32 5/4 7/6
WL6 4/5 6/7 0/1 2/3
WL9 5/4 7/6 1/0 32
WL12 0/1 2/3 4/5 6/7

[0072] As seen in Table 1, the parity group assigned to
LSB/MSB data units alternates between 0/1 and I/O between
WLO0, WL3, WL6, WL9 and so on. In addition, the 0/1
assignment in CWO0, is modified from STRO in WLO to
STR1 in WL6.

TABLE 2

Recovery scheme with double dimension type modification

STRO STR1
CWO0 CW1 CWO0 CW1
WL LSB/MSB LSB/MSB LSB/MSB LSB/MSB
WLO 0/1 2/3 4/5 6/7
WL3 5/4 7/6 1/0 32
WL6 0/1 2/3 4/5 6/7
WL9 5/4 7/6 1/0 32

[0073] In Table 2, in the transition from WLO to WL3, the
LSB/MSB assignment of parity groups 0/1 in STRO is
modified to 1/0 in STR1, so that both the page type and the
string are modified together.

Methods for Recovering Data that Fails Due to
Impairment Whose Severity Depends on
Bit-Significance Value

[0074] FIG. 4 is a flow chart that schematically illustrates
a method for recovering data units that fail due to an
impairment whose severity depends on bit-significance
value, in accordance with an embodiment that is described
herein. The method is described as being executed by
processor 48 of memory controller 40 that is coupled to
memory device 24 in FIG. 1 above.

[0075] The method begins with processor 48 defining (or
receiving) design parameters required for constructing a
recovery scheme, at a parameter definition step 100. The
design parameters comprise, for example, the number Npg
of parity groups, the default pattern of assigning parity
groups to data units over Nwl consecutive WLs, and one or
more dimension types and their respective dimension val-
ues. At step 100, the processor additionally specifies assign-
ment rules to be applied among multiple groups of Nwl
consecutive WLs. The assignment rules specify, for
example, the order in which a given parity group is assigned
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across multiple dimension types. An example recovery
scheme 70 was described in FIG. 3 above.

[0076] At an initial assignment step 104, the processor
assigns the Npg parity groups to data units of multiple
bit-significance values in accordance with the default pat-
tern. In some embodiments, based on the design parameters,
the processor calculates the total number of consecutive
WLs in one cycle of the recovery scheme. The number of
WLs in the cycle is an integer multiple of Nwl.

[0077] At a loop assignment step 108, the processor
assigns parity groups to data units of a subsequent group of
Nwl consecutive WLs. Typically, at step 108 the indices of
the respective first WLs in the previous and current groups
of Nwl consecutive WLs differ by Nwl. At a loop termina-
tion step 112, the processor checks whether the recovery
scheme is complete, and if not, loops back to step 108 to
assign parity groups to data units in a subsequent group of
Nwl consecutive WLs. The processor may check, for
example, whether the total number of WLs in a full cycle of
the recovery scheme has been processed.

[0078] When at step 112, the recovery scheme is complete,
the processor proceeds to a redundancy calculation step 116.
At step 116, the processor calculates Npg redundancy val-
ues, i.e., a respective redundancy value for each of the Npg
parity groups, over multiple data units stored in multiple
WLs and that share the same parity group, in accordance
with the recovery scheme. For example, when using the
recovery scheme of FIG. 3, the processor calculates a
redundancy value for parity group 0 by calculating a logical
bitwise XOR operation among the data units CW0-LSB in
WL0O, CW0-MSB in WL3, CW1-LSB in WL6, CW1-MSB
in WL9 and so on. The processor stores the Npg redundancy
values, for example, in the nonvolatile memory device. At
step 116, the processor may calculate the redundancy values
over WLs that belong to a single memory block, or to
multiple memory blocks.

[0079] At a reading step 120, which the processor typi-
cally performs at some later time, the processor reads a data
unit of some bit-significance value from the memory device.
The read operation may fail, for example, due to erase
penetration, cross-temperature or any other impairment
whose severity level depends on the bit-significance of the
data unit read.

[0080] At a verification step 124, the processor checks
whether the read operation of step 120 has failed, and if not,
loops back to step 120 to read another data unit from the
memory device. In some embodiments, the processor iden-
tifies that reading the data unit has failed, by decoding the
read data unit using ECC 50. In other embodiments, the
processor may apply any other verification method, such as,
for example, receiving from the memory device any suitable
read failure indication. When at step 124 the processor
detects that the read operation has failed, the processor
proceeds to a recovery step 128. At step 128, the processor
retrieves from the memory device all of the data units that
were used in calculating a corresponding redundancy value.
The processor additionally retrieves the relevant redundancy
value, and calculates a logical bitwise XOR operation
among the retrieved redundancy value and the retrieved data
units to reproduce the failing data unit. Following step 128
the processor loops back to step 120, to perform another read
operation.
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[0081] The embodiments describe above are given by way
of example, and other suitable embodiments can also be
used.

[0082] In the embodiments described above, a recovery
scheme is designed for protecting data units of various types,
such as code words, from read failures caused by impair-
ments whose severity depends on the bit-significance values,
e.g., erase penetration and cross-temperature. In alternative
embodiments, recovery schemes for recovering failing code
words due to other types of impairments can also be used.
For example, the parity group assignment in the example
recovery scheme of Table 3 below, alternates between CWO
and CW1 and also between PLANEO and PLANE], but does
not alternate between LSB and MSB.

TABLE 3

A recovery scheme for code words, with
1o alternation between LSB and MSB

PLANEO PLANE1

CWO0 CwW1 CWO0 CW1
WL LSB/MSB LSB/MSB LSB/MSB LSB/MSB
WLO 0/1 2/3 4/5 6/7
WL1 8/9 10/11 12/13 14/15
WL2 16/17 18/19 20/21 22/23
WL3 2/3 0/1 6/7 4/5
WL4 10/11 8/9 14/15 12/13
WLS 18/19 16/17 22/23 20/21
WL6 4/5 6/7 0/1 2/3
WL7 12/13 14/15 8/9 10/11
WL 20/21 22/23 16/17 18/19
WL9 6/7 4/5 2/3 0/1
WL10 14/15 12/13 10/11 8/9
WL11 22/23 20/21 18/19 16/17

[0083] It will be appreciated that the embodiments
described above are cited by way of example, and that the
following claims are not limited to what has been particu-
larly shown and described hereinabove. Rather, the scope
includes both combinations and sub-combinations of the
various features described hereinabove, as well as variations
and modifications thereof which would occur to persons
skilled in the art upon reading the foregoing description and
which are not disclosed in the prior art. Documents incor-
porated by reference in the present patent application are to
be considered an integral part of the application except that
to the extent any terms are defined in these incorporated
documents in a manner that conflicts with the definitions
made explicitly or implicitly in the present specification,
only the definitions in the present specification should be
considered.

1. A controller, comprising:
an interface, which is configured to communicate with a
memory comprising:
multiple memory cells that store data in a number of
programming levels higher than two, wherein the
memory cells are organized in multiple Word Lines
(WLs), each WL connects to one or more cell-groups
of the memory cells,
wherein the memory cells in some of the cell-groups
suffer from an impairment that has a different sever-
ity for reading data units of different respective
bit-significance values; and storage circuitry, which
is configured to:
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assign multiple parity groups to multiple data units
stored in cell-groups belonging to multiple consecu-
tive WLs, wherein a same parity group is assigned to
data units of different bit-significance values in
neighboring groups of Nwl consecutive WLs; and

upon detecting a failure to access a given data unit of
a given parity group, due to the impairment, recover
the given data unit using one or more other data units
assigned to the given parity group, and that are stored
in cell-groups other than the cell-group storing the
given data unit.

2. The controller according to claim 1, wherein the storage
circuitry is configured to calculate redundancy data over the
given data unit and the other data units, to store the redun-
dancy data prior to reading the given data unit, and to
recover the given data unit upon failure by retrieving the
redundancy data and the other data units, and reproducing
the given data unit based on the retrieved redundancy data
and the other data units.

3. The controller according to claim 1, wherein the
impairment is caused due to memory cells in the given
cell-group that are erased to an erasure programming level,
but are read falsely as being programmed to a programming
level other than the erasure programming level.

4. The controller according to claim 1, wherein the
impairment is caused due to a difference in temperature in
programming and reading the memory cells of the given
cell-group, causing a shift of an optimal setting of at least
one read threshold beyond a voltage range that the memory
supports for setting read thresholds.

5. The controller according to claim 1, wherein the data
units span a cell-group defined in a list consisting of an
entire WL, one or more data pages, and one or more code
words (CWs) calculated using an error correction code
(ECC).

6. The controller according to claim 1, wherein the storage
circuitry is configured to assign a number Npg of different
parity groups to Npg respective data units stored in a group
of Nwl consecutive WLs, in accordance with a first pattern,
and to assign the Npg parity groups to data units stored in
another group of Nwl consecutive WLs, in accordance with
a second pattern comprising a permutation of the first
pattern.

7. The controller according to claim 1, wherein the
memory cells in each WL are organized in multiple strings,
and wherein the storage circuitry is configured to assign a
same parity group to data units belonging to different strings,
in selected neighboring groups of Nwl consecutive WLs.

8. The controller according to claim 1, wherein the
memory cells in each WL are organized in multiple planes,
and wherein the storage circuitry is configured to assign a
same parity group to data units belonging to different planes,
in selected neighboring groups of Nwl consecutive WLs.

9. The controller according to claim 1, wherein the
memory cells in each WL are organized in multiple strings
and multiple planes, and wherein the storage circuitry is
configured to assign a same parity group to data units
belonging to one of (i) different strings and same planes (ii)
different planes and same strings or (iii) both different
strings and different planes, in selected neighboring groups
of Nwl consecutive WLs.

10. A method for data storage, comprising:

in a controller that communicates with a memory com-

prising multiple memory cells that store data in a
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number of programming levels higher than two,
wherein the memory cells are organized in multiple
Word Lines (WLs), each WL connects to one or more
cell-groups of the memory cells,

wherein the memory cells in some of the cell-groups

suffer from an impairment that has a different severity
for reading data units of different respective bit-signifi-
cance values,

assigning multiple parity groups to multiple data units

stored in cell-groups belonging to multiple consecutive
WLs, wherein a same parity group is assigned to data
units of different bit-significance values in neighboring
groups of Nwl consecutive WLs; and

upon detecting a failure to access a given data unit of a

given parity group, due to the impairment, recover the
given data unit using one or more other data units
assigned to the given parity group, and that are stored
in cell-groups other than the cell-group storing the
given data unit.

11. The method according to claim 10, and comprising
calculating redundancy data over the given data unit and the
other data units, storing the redundancy data prior to reading
the given data unit, and recovering the given data unit upon
failure by retrieving the redundancy data and the other data
units, and reproducing the given data unit based on the
retrieved redundancy data and the other data units.

12. The method according to claim 10, wherein the
impairment is caused due to memory cells in the given
cell-group that are erased to an erasure programming level,
but are read falsely as being programmed to a programming
level other than the erasure programming level.

13. The method according to claim 10, wherein the
impairment is caused due to a difference in temperature in
programming and reading the memory cells of the given
cell-group, causing a shift of an optimal setting of at least
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one read threshold beyond a voltage range that the memory
supports for setting read thresholds.

14. The method according to claim 10, wherein the data
units span a cell-group defined in a list consisting of an
entire WL, one or more data pages, and one or more code
words (CWs) calculated using an error correction code
(ECC).

15. The method according to claim 10, wherein assigning
the parity groups comprises assigning a number Npg of
different parity groups to Npg respective data units stored in
a group of Nwl consecutive WLs, in accordance with a first
pattern, and assigning the Npg parity groups to data units
stored in another group of Nwl consecutive WLs, in accor-
dance with a second pattern comprising a permutation of the
first pattern.

16. The method according to claim 10, wherein the
memory cells in each WL are organized in multiple strings,
and wherein assigning the parity groups comprises assigning
a same parity group to data units belonging to different
strings, in selected neighboring groups of Nwl consecutive
WLs.

17. The method according to claim 10, wherein the
memory cells in each WL are organized in multiple planes,
and wherein assigning the parity groups comprises assigning
a same parity group to data units belonging to different
planes, in selected neighboring groups of Nwl consecutive
WLs.

18. The method according to claim 10, wherein the
memory cells in each WL are organized in multiple strings
and multiple planes, and wherein assigning the parity groups
comprises assigning a same parity group to data units
belonging to one of (i) different strings and same planes (ii)
different planes and same strings or (iii) both different
strings and different planes, in selected neighboring groups
of Nwl consecutive WLs.
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