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SYSTEM AND METHOD FOR MANAGING
TELEMETRY DATA AND AGENTS IN A
TELEMETRY SYSTEM

CROSS REFERENCE TO RELATED
APPLICATION

[0001] This U.S. Continuation patent application claims
priority to U.S. Non-Provisional patent application Ser. No.
16/017,046 filed Jun. 25, 2018. The contents of the prior
application is incorporated herein by reference in its entirety.

BACKGROUND

[0002] The following description is provided to assist the
understanding of the reader. None of the information pro-
vided or references cited is admitted to be prior art.

[0003] Virtual computing systems are widely used in a
variety of applications. Virtual computing systems include
one or more host machines running one or more virtual
machines concurrently. The virtual machines utilize the
hardware resources of the underlying host machines. Each
virtual machine may be configured to run an instance of an
operating system. Modern virtual computing systems allow
several operating systems and several software applications
to be safely run at the same time on the virtual machines of
a single host machine, thereby increasing resource utiliza-
tion and performance efficiency. However, the present day
virtual computing systems have limitations due to their
configuration and the way they operate.

SUMMARY

[0004] In accordance with some aspects of the present
disclosure, a method is disclosed. The method includes
determining, by a telemetry control system of a telemetry
system that an agent associated with the telemetry control
system terminated during operation. The agent collects
telemetry data from data sources associated with the telem-
etry system. The method also includes determining, by the
telemetry control system, that a number of times the agent
has terminated is greater than a predetermined threshold,
restarting, by the telemetry control system, the agent after a
first predetermined delay in response to exceeding the
predetermined threshold, and determining, by the telemetry
control system, that the agent terminated again within a
predetermined time period upon restarting. The method
further includes updating, by the telemetry control system, a
configuration file of the agent in response to the termination
within the predetermined time period. The updating is based
upon an agent termination record of the agent. The method
also includes restarting, by the telemetry control system, the
agent with the updated configuration file.

[0005] In accordance with some other aspects of the
present disclosure, a system is disclosed. The system
includes a telemetry system associated with a virtual com-
puting system, the telemetry system including an agent to
collect telemetry data from data sources of the virtual
computing system and a telemetry control system to manage
the agent. The telemetry control system includes a database
configured to store the collected telemetry data and a pro-
cessing unit configured to determine that the agent termi-
nated during operation, determine that a number of times the
agent has terminated is greater than a predetermined thresh-
old, and restart the agent after a first predetermined delay in
response to exceeding the predetermined threshold. The
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processing unit is also configured to determine that the agent
terminated again within a predetermined time period upon
restarting, update a configuration file of the agent in
response to the termination within the predetermined time
period, and restart the agent with the updated configuration
file. The updating is based upon an agent termination record
of the agent.

[0006] In accordance with yet other aspects of the present
disclosure, a non-transitory computer readable media with
computer-executable instructions embodied thereon is dis-
closed. The instructions when executed by a processor of a
telemetry control system associated with a virtual computing
system cause the telemetry control system to perform a
process. The process includes determining that an agent
associated with the telemetry control system terminated
during operation. The agent collects telemetry data from
data sources associated with the telemetry system. The
process also includes determining that a number of times the
agent has terminated is greater than a predetermined thresh-
old, restarting the agent after a first predetermined delay in
response to exceeding the predetermined threshold, and
determining that the agent terminated again within a prede-
termined time period upon restarting. The process also
includes updating a configuration file of the agent in
response to the termination within the predetermined time
period, and restarting the agent with the updated configu-
ration file. The updating is based upon a past agent termi-
nation record of the agent.

[0007] The foregoing summary is illustrative only and is
not intended to be in any way limiting. In addition to the
illustrative aspects, embodiments, and features described
above, further aspects, embodiments, and features will
become apparent by reference to the following drawings and
the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 is an example block diagram of a virtual
computing system, in accordance with some embodiments
of the present disclosure.

[0009] FIG. 2 is another example block diagram of the
virtual computing system of FIG. 1, in accordance with
some embodiments of the present disclosure.

[0010] FIG. 3 is an example block diagram of a telemetry
system of the virtual computing system of FIGS. 1 and 2, in
accordance with some embodiments of the present disclo-
sure.

[0011] FIG. 4 is an example flowchart outlining operations
for replicating telemetry data by the telemetry system, in
accordance with some embodiments of the present disclo-
sure.

[0012] FIG. 5 is an example block diagram showing an
agent of the telemetry system in greater detail, in accordance
with some embodiments of the present disclosure.

[0013] FIG. 6 is an example flowchart outlining operations
for self-policing the agent, in accordance with some embodi-
ments of the present disclosure.

[0014] FIG. 7 is an example block diagram of an agent
monitoring system of the telemetry system of FIG. 3, in
accordance with some embodiments of the present disclo-
sure.

[0015] FIG. 8 is an example flowchart outlining operations
for monitoring the agent of FIG. 6 by the agent monitoring
system of FIG. 7, in accordance with some embodiments of
the present disclosure.
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[0016] The foregoing and other features of the present
disclosure will become apparent from the following descrip-
tion and appended claims, taken in conjunction with the
accompanying drawings. Understanding that these drawings
depict only several embodiments in accordance with the
disclosure and are, therefore, not to be considered limiting of
its scope, the disclosure will be described with additional
specificity and detail through use of the accompanying
drawings.

DETAILED DESCRIPTION

[0017] In the following detailed description, reference is
made to the accompanying drawings, which form a part
hereof. In the drawings, similar symbols typically identify
similar components, unless context dictates otherwise. The
illustrative embodiments described in the detailed descrip-
tion, drawings, and claims are not meant to be limiting.
Other embodiments may be utilized, and other changes may
be made, without departing from the spirit or scope of the
subject matter presented here. It will be readily understood
that the aspects of the present disclosure, as generally
described herein, and illustrated in the figures, can be
arranged, substituted, combined, and designed in a wide
variety of different configurations, all of which are explicitly
contemplated and make part of this disclosure.

[0018] The present disclosure is generally directed to a
virtual computing system having a plurality of clusters, with
each cluster having a plurality of nodes. Each of the plurality
of' nodes includes one or more virtual machines managed by
an instance of a hypervisor. These and other various com-
ponents within the virtual computing system may be part of
a datacenter and may be managed by a user (e.g., an
administrator or other authorized personnel). The virtual
computing system also includes a telemetry system for
collecting and managing telemetry data. The telemetry sys-
tem includes one or more agents configured to collect
telemetry data from one or more data sources (e.g., compo-
nents) of the virtual computing system. The telemetry sys-
tem also includes a telemetry control system that is config-
ured to receive the collected telemetry data, transmit the
collected telemetry data to one or more destinations, as well
as manage the one or more agents to facilitate the collection
and transmission of telemetry data in a reliable and efficient
manner.

[0019] The rate at which telemetry data is collected by the
one or more agents and the rate at which the collected
telemetry data is transmitted by the telemetry control system
to the one or more destinations is limited by a variety of
factors. For example, the one or more agents may have a
limited internal buffer to temporarily store the collected
telemetry data before transmission to the one or more
destinations. However, if the rate at which the telemetry data
becomes available from the data sources is greater than the
rate at which the collected telemetry data is transmitted from
the telemetry control system to the one or more destinations,
the internal buffer of the one or more agents may be
insufficient to hold all of the available telemetry data. In such
cases, telemetry data is either not collected from the data
source, or is simply lost (e.g., overwritten by other telemetry
data). While increasing the size of the internal buffer of the
one or more agents may be a viable solution in some cases,
such increases in size may be limited by other factors, such
as the total amount of memory available, memory needed by
other elements in the telemetry system, etc. Further, increas-
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ing the size of the internal buffer may increase the cost of
deploying, using, and maintaining the agents, and consume
resources that may otherwise be needed by other compo-
nents or for other functions. Additionally, the internal buffer
still remains susceptible to malfunctions and breakdown.

[0020] Likewise, in some cases, the telemetry data may be
lost during transmission between the telemetry control sys-
tem and the one or more destinations. For example, the one
or more destinations may become unavailable and incapable
of receiving telemetry data from the telemetry control sys-
tem. The network interface between the telemetry control
system and the one or more destinations may also become
unavailable, thereby preventing transmission of the telem-
etry data to the one or more destinations. Thus, any telem-
etry data en route to the one or more destinations may be
lost.

[0021] Thus, using conventional mechanisms, collected
telemetry data is not reliably transmitted to the one or more
destinations. Loss of telemetry data may be unacceptable for
some applications, such as metering, that require highly
reliable and accurate telemetry data from the data sources.
Therefore, unreliable transmission of telemetry data not only
reduces the efficiency of the telemetry system and prevents
the telemetry system from operating optimally, the effi-
ciency and operation of the one or more destinations that
rely on the telemetry data is impeded.

[0022] Furthermore, the one or more agents that collect
telemetry data from the data sources may themselves
become unreliable and faulty. Resources available within the
telemetry system may be rationed between the one or more
agents. For example, each of the one or more agents may be
allocated a set amount of memory, processing power, and
other hardware and software resources to collect telemetry
data. In some cases, an agent may use greater than its
allocated share of resources, either because the agent has not
been allocated sufficient resources or because of some
malfunction within the agent. Thus, the agent may become
a “mis-behaving agent.” Such mis-behaving agents may
impact the operation of the other agents. For example, the
mis-behaving agent may encroach on the resources of the
other agents and the problems of the mis-behaving agent
may propagate to the other agents, thereby causing problems
in the other agents as well.

[0023] Mis-behaving agents impact (e.g., reduce) the reli-
ability of not only collection of the telemetry data, but the
entire telemetry system. Again, the telemetry system is
prevented from optimal operation due to mis-behaving
agents.

[0024] The present disclosure provides technical solu-
tions. For example, the present disclosure provides a telem-
etry data or state replication system in which telemetry data
collected by the one or more agents is replicated by the
telemetry control system before transmission to the one or
more destinations. The telemetry data is replicated using a
commit log. The telemetry control system stores the telem-
etry data received from the one or more agents within the
commit log in a designated order. The telemetry control
system also keeps track of the order in which the telemetry
data from the commit log is transmitted to the one or more
destinations. Telemetry data from the commit log is trans-
mitted to the one or more destinations in small chunks to
reduce the likelihood of the telemetry data being lost during
transmission. Once the telemetry data is successfully trans-
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mitted to the one or more destinations, the transmitted chunk
is deleted from the commit log to make room for more
incoming telemetry data.

[0025] By virtue of replicating telemetry data in the com-
mit log before transmission to the one or more destinations,
the telemetry control system provides a mechanism for
recovering telemetry data that may get lost during transmis-
sion to the one or more destinations. Further, since the
telemetry data is not deleted from the commit log until
successful transmission is confirmed and since the telemetry
control system transmits the telemetry data in a specific
order, if telemetry data is lost during transmission, the
telemetry control system can easily determine which portion
of data to resend. Thus, the telemetry control system can
keep track of telemetry data being transmitted. Further, by
virtue of replicating the telemetry data in the commit log, the
telemetry control system is able to transmit the telemetry
data to multiple destinations. If telemetry data is lost en
route to one destination but not others, the telemetry control
system may easily re-send the lost telemetry data to that one
destination. Thus, the telemetry control system ensures a
quality of service of delivery to each of the one or more
destinations.

[0026] Additionally, the commit log is configured as a
simple data structure that is easy to create and maintain.
Further, since telemetry data that has been successfully
transmitted is deleted from the commit log, the commit log
may be of a limited size, but still effectively replicate the
telemetry data.

[0027] Thus, the present disclosure provides a mechanism
to reliably transmit telemetry data to the one or more
destinations. If the rate of telemetry data collection is greater
than telemetry data transmission, the excess telemetry data
is prevented from being lost, and is successfully transmitted
to the one or more destinations. Also by replicating telem-
etry data, failures or unavailability of the one or more
destinations may be accounted for by temporarily storing
telemetry data in the commit log until the one or more
destinations become online and ready to accept telemetry
data. Therefore, the reliability of collection and transmission
of telemetry data is greatly improved, which in turn
improves the reliability and operation of the telemetry
system.

[0028] Additionally, the present disclosure provides a
mechanism to proactively recognize mis-behaving agents
and take corrective action. Specifically, the agents of the
present disclosure are configured with a self-policing utility
by which the agents monitor their own operation and per-
formance, and upon identifying possible problems, those
agents terminate themselves. Thus, the agents are configured
to autonomously manage themselves, and prevent them-
selves from impacting other agents. By quickly, effectively,
and reliably managing the mis-behaving agents by self-
policing, the reliability and operation of the agents, collec-
tion of telemetry data by the agents, as well as the reliability
and operation of the entire telemetry system is improved.

[0029] Furthermore, to prevent unnecessary obstruction
from agents that are continuously terminating themselves,
the telemetry control system is also configured to monitor
the agents. When an agent self-terminates, the telemetry
control system may determine the cause of termination,
address the cause and possibly update the agents to prevent
terminations from that cause in the future. Thus, the telem-
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etry control system further improves the reliability and
operation of the agents, the telemetry system, and collection
of telemetry data.

[0030] Telemetry data, as used herein, means data such as
facts, statistics, measurements, metrics, and the like, that
provide insights into the operation and usage of a particular
component. For example, telemetry data may provide per-
formance related insights, insights into features that are most
frequently used by end users, facilitate detection of bugs and
errors in a particular component, and otherwise provide
information about components without specifically solicit-
ing inputs from the end users. In some embodiments,
telemetry data of a component may include information such
as what processes are running, which features are enabled
and/or disabled, memory and processing unit utilizations,
configuration information, other metrics and alerts being
generated by the component, and any other information that
may be needed to analyze the operation and usage of that
component. The components from which telemetry data is
collected are referred to herein as “data sources.” These data
sources may include hardware components, databases, file
systems, and other software and firmware components asso-
ciated with the telemetry system.

[0031] Referring now to FIG. 1, a virtual computing
system 100 is shown, in accordance with some embodiments
of the present disclosure. The virtual computing system 100
includes a plurality of nodes, such as a first node 105, a
second node 110, and a third node 115. Each of the first node
105, the second node 110, and the third node 115 may also
be referred to as a “host” or “host machine.” The first node
105 includes user virtual machines (“user VMs”) 120A and
120B (collectively referred to herein as “user VMs 120”), a
hypervisor 125 configured to create and run the user VMs,
and a controller/service VM 130 configured to manage,
route, and otherwise handle workflow requests between the
various nodes of the virtual computing system 100. Simi-
larly, the second node 110 includes user VMs 135A and
135B (collectively referred to herein as “user VMs 135”), a
hypervisor 140, and a controller/service VM 145, and the
third node 115 includes user VMs 150A and 150B (collec-
tively referred to herein as “user VMs 150”), a hypervisor
155, and a controller/service VM 160. The controller/service
VM 130, the controller/service VM 145, and the controller/
service VM 160 are all connected to a network 165 to
facilitate communication between the first node 105, the
second node 110, and the third node 115. Although not
shown, in some embodiments, the hypervisor 125, the
hypervisor 140, and the hypervisor 155 may also be con-
nected to the network 165.

[0032] The virtual computing system 100 also includes a
storage pool 170. The storage pool 170 may include net-
work-attached storage 175 and direct-attached storage
180A, 180B, and 180C. The network-attached storage 175 is
accessible via the network 165 and, in some embodiments,
may include cloud storage 185, as well as local storage area
network 190. In contrast to the network-attached storage
175, which is accessible via the network 165, the direct-
attached storage 180A, 180B, and 180C includes storage
components that are provided internally within each of the
first node 105, the second node 110, and the third node 115,
respectively, such that each of the first, second, and third
nodes may access its respective direct-attached storage
without having to access the network 165.
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[0033] It is to be understood that only certain components
of the virtual computing system 100 are shown in FIG. 1.
Nevertheless, several other components that are needed or
desired in the virtual computing system 100 to perform the
functions described herein are contemplated and considered
within the scope of the present disclosure. Some additional
features of the virtual computing system 100 are described
in U.S. Pat. No. 8,601,473, the entirety of which is incor-
porated by reference herein.

[0034] Although three of the plurality of nodes (e.g., the
first node 105, the second node 110, and the third node 115)
are shown in the virtual computing system 100, in other
embodiments, greater than or fewer than three nodes may be
used. Likewise, although only two of the user VMs (e.g., the
user VMs 120, the user VMs 135, and the user VMs 150) are
shown on each of the respective first node 105, the second
node 110, and the third node 115, in other embodiments, the
number of the user VMs on each of the first, second, and
third nodes may vary to include either a single user VM or
more than two user VMs. Further, the first node 105, the
second node 110, and the third node 115 need not always
have the same number of the user VMs (e.g., the user VM
120, the user VMs 135, and the user VMs 150).

[0035] In some embodiments, each of the first node 105,
the second node 110, and the third node 115 may be a
hardware device, such as a server. For example, in some
embodiments, one or more of the first node 105, the second
node 110, and the third node 115 may be an NX-1000 server,
NX-3000 server, NX-6000 server, NX-8000 server, etc.
provided by Nutanix, Inc. or server computers from Dell,
Inc., Lenovo Group Ltd. or Lenovo PC International, Cisco
Systems, Inc., etc. In other embodiments, one or more of the
first node 105, the second node 110, or the third node 115
may be another type of hardware device, such as a personal
computer, an input/output or peripheral unit such as a
printer, or any type of device that is suitable for use as a node
within the virtual computing system 100. In some embodi-
ments, the virtual computing system 100 may be part of a
data center.

[0036] Each of the first node 105, the second node 110,
and the third node 115 may also be configured to commu-
nicate and share resources with each other via the network
165. For example, in some embodiments, the first node 105,
the second node 110, and the third node 115 may commu-
nicate and share resources with each other via the controller/
service VM 130, the controller/service VM 145, and the
controller/service VM 160, and/or the hypervisor 125, the
hypervisor 140, and the hypervisor 155. One or more of the
first node 105, the second node 110, and the third node 115
may be organized in a variety of network topologies.

[0037] Also, although not shown, one or more of the first
node 105, the second node 110, and the third node 115 may
include one or more processing units configured to execute
instructions. The instructions may be carried out by a special
purpose computer, logic circuits, or hardware circuits of the
first node 105, the second node 110, and the third node 115.
The processing units may be implemented in hardware,
firmware, software, or any combination thereof. The term
“execution” is, for example, the process of running an
application or the carrying out of the operation called for by
an instruction. The instructions may be written using one or
more programming language, scripting language, assembly
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language, etc. The processing units, thus, execute an instruc-
tion, meaning that they perform the operations called for by
that instruction.

[0038] The processing units may be operably coupled to
the storage pool 170, as well as with other elements of the
first node 105, the second node 110, and the third node 115
to receive, send, and process information, and to control the
operations of the underlying first, second, or third node. The
processing units may retrieve a set of instructions from the
storage pool 170, such as, from a permanent memory device
like a read only memory (“ROM”) device and copy the
instructions in an executable form to a temporary memory
device that is generally some form of random access
memory (“RAM”). The ROM and RAM may both be part of
the storage pool 170, or in some embodiments, may be
separately provisioned from the storage pool. Further, the
processing units may include a single stand-alone processing
unit, or a plurality of processing units that use the same or
different processing technology.

[0039] With respect to the storage pool 170 and particu-
larly with respect to the direct-attached storage 180A, 180B,
and 180C, each of the direct-attached storage may include a
variety of types of memory devices. For example, in some
embodiments, one or more of the direct-attached storage
180A, 180B, and 180C may include, but is not limited to,
any type of RAM, ROM, flash memory, magnetic storage
devices (e.g., hard disk, floppy disk, magnetic strips, etc.),
optical disks (e.g., compact disk (“CD”), digital versatile
disk (“DVD”), etc.), smart cards, solid state devices, etc.
Likewise, the network-attached storage 175 may include any
of a variety of network accessible storage (e.g., the cloud
storage 185, the local storage area network 190, etc.) that is
suitable for use within the virtual computing system 100 and
accessible via the network 165. The storage pool 170,
including the network-attached storage 175 and the direct-
attached storage 180A, 180B, and 180C, together form a
distributed storage system configured to be accessed by each
of the first node 105, the second node 110, and the third node
115 via the network 165, the controller/service VM 130, the
controller/service VM 145, the controller/service VM 160,
and/or the hypervisor 125, the hypervisor 140, and the
hypervisor 155. In some embodiments, the various storage
components in the storage pool 170 may be configured as
virtual disks for access by the user VMs 120, the user VM
135, and the user VMs 150.

[0040] Each of the user VMs 120, the user VMs 135, and
the user VMs 150 is a software-based implementation of a
computing machine in the virtual computing system 100.
The user VMs 120, the user VMs 135, and the user VMs 150
emulate the functionality of a physical computer. Specifi-
cally, the hardware resources, such as processing unit,
memory, storage, etc., of the underlying computer (e.g., the
first node 105, the second node 110, and the third node 115)
are virtualized or transformed by the respective hypervisor
125, the hypervisor 140, and the hypervisor 155, into the
underlying support for each of the user VMs 120, the user
VMs 135, and the user VMs 150 that may run its own
operating system and applications on the underlying physi-
cal resources just like a real computer. By encapsulating an
entire machine, including CPU, memory, operating system,
storage devices, and network devices, the user VMs 120, the
user VMs 135, and the user VMs 150 are compatible with
most standard operating systems (e.g. Windows, Linux,
etc.), applications, and device drivers. Thus, each of the
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hypervisor 125, the hypervisor 140, and the hypervisor 155
is a virtual machine monitor that allows a single physical
server computer (e.g., the first node 105, the second node
110, third node 115) to run multiple instances of the user
VMs 120, the user VMs 135, and the user VMs 150, with
each user VM sharing the resources of that one physical
server computer, potentially across multiple environments.
By running the user VMs 120, the user VMs 135, and the
user VMs 150 on each of the first node 105, the second node
110, and the third node 115, respectively, multiple workloads
and multiple operating systems may be run on a single piece
of underlying hardware computer (e.g., the first node, the
second node, and the third node) to increase resource
utilization and manage workflow.

[0041] The user VMs 120, the user VMs 135, and the user
VMs 150 are controlled and managed by their respective
instance of the controller/service VM 130, the controller/
service VM 145, and the controller/service VM 160. The
controller/service VM 130, the controller/service VM 145,
and the controller/service VM 160 are configured to com-
municate with each other via the network 165 to form a
distributed system 195. Each of the controller/service VM
130, the controller/service VM 145, and the controller/
service VM 160 may also include a local management
system (e.g., Prism Element from Nutanix, Inc.) configured
to manage various tasks and operations within the virtual
computing system 100. For example, in some embodiments,
the local management system may perform various man-
agement related tasks on the user VMs 120, the user VMs
135, and the user VMs 150.

[0042] The hypervisor 125, the hypervisor 140, and the
hypervisor 155 of the first node 105, the second node 110,
and the third node 115, respectively, may be configured to
run virtualization software, such as, ESXi from VMWare,
AHV from Nutanix, Inc., XenServer from Citrix Systems,
Inc., etc. The virtualization software on the hypervisor 125,
the hypervisor 140, and the hypervisor 155 may be config-
ured for running the user VMs 120, the user VMs 135, and
the user VMs 150, respectively, and for managing the
interactions between those user VMs and the underlying
hardware of the first node 105, the second node 110, and the
third node 115. Each of the controller/service VM 130, the
controller/service VM 145, the controller/service VM 160,
the hypervisor 125, the hypervisor 140, and the hypervisor
155 may be configured as suitable for use within the virtual
computing system 100.

[0043] The network 165 may include any of a variety of
wired or wireless network channels that may be suitable for
use within the virtual computing system 100. For example,
in some embodiments, the network 165 may include wired
connections, such as an Ethernet connection, one or more
twisted pair wires, coaxial cables, fiber optic cables, etc. In
other embodiments, the network 165 may include wireless
connections, such as microwaves, infrared waves, radio
waves, spread spectrum technologies, satellites, etc. The
network 165 may also be configured to communicate with
another device using cellular networks, local area networks,
wide area networks, the Internet, etc. In some embodiments,
the network 165 may include a combination of wired and
wireless communications.

[0044] Referring still to FIG. 1, in some embodiments, one
of the first node 105, the second node 110, or the third node
115 may be configured as a leader node. The leader node
may be configured to monitor and handle requests from
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other nodes in the virtual computing system 100. For
example, a particular user VM (e.g., the user VMs 120, the
user VMs 135, or the user VMs 150) may direct an input/
output request to the controller/service VM (e.g., the con-
troller/service VM 130, the controller/service VM 145, or
the controller/service VM 160, respectively) on the under-
lying node (e.g., the first node 105, the second node 110, or
the third node 115, respectively). Upon receiving the input/
output request, that controller/service VM may direct the
input/output request to the controller/service VM (e.g., one
of the controller/service VM 130, the controller/service VM
145, or the controller/service VM 160) of the leader node. In
some cases, the controllet/service VM that receives the
input/output request may itself be on the leader node, in
which case, the controller/service VM does not transfer the
request, but rather handles the request itself.

[0045] The controller/service VM of the leader node may
fulfil the input/output request (and/or request another com-
ponent within the virtual computing system 100 to fulfil that
request). Upon fulfilling the input/output request, the con-
troller/service VM of the leader node may send a response
back to the controller/service VM of the node from which
the request was received, which in turn may pass the
response to the user VM that initiated the request. In a
similar manner, the leader node may also be configured to
receive and handle requests (e.g., user requests) from outside
of the virtual computing system 100. If the leader node fails,
another leader node may be designated.

[0046] Furthermore, one or more of the first node 105, the
second node 110, and the third node 115 may be combined
together to form a network cluster (also referred to herein as
simply “cluster.”) Generally speaking, all of the nodes (e.g.,
the first node 105, the second node 110, and the third node
115) in the virtual computing system 100 may be divided
into one or more clusters. One or more components of the
storage pool 170 may be part of the cluster as well. For
example, the virtual computing system 100 as shown in FIG.
1 may form one cluster in some embodiments. Multiple
clusters may exist within a given virtual computing system
(e.g., the virtual computing system 100). The user VMs 120,
the user VM 135, and the user VMs 150 that are part of a
cluster are configured to share resources with each other. In
some embodiments, multiple clusters may share resources
with one another.

[0047] Additionally, in some embodiments, although not
shown, the virtual computing system 100 includes a central
management system (e.g., Prism Central from Nutanix, Inc.)
that is configured to manage and control the operation of the
various clusters in the virtual computing system. In some
embodiments, the central management system may be con-
figured to communicate with the local management systems
on each of the controller/service VM 130, the controller/
service VM 145, the controller/service VM 160 for control-
ling the various clusters.

[0048] Again, it is to be understood again that only certain
components and features of the virtual computing system
100 are shown and described herein. Nevertheless, other
components and features that may be needed or desired to
perform the functions described herein are contemplated and
considered within the scope of the present disclosure. It is
also to be understood that the configuration of the various
components of the virtual computing system 100 described
above is only an example and is not intended to be limiting
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in any way. Rather, the configuration of those components
may vary to perform the functions described herein.
[0049] Turning to FIG. 2, another block diagram of a
virtual computing system 200 is shown, in accordance with
some embodiments of the present disclosure. The virtual
computing system 200 is analogous to, albeit a simplified
version, of the virtual computing system 100. Thus, although
only some of the components have been shown in the virtual
computing system 200, the virtual computing system 200 is
intended to include other components and features, as dis-
cussed above with respect to the virtual computing system
100. As shown, the virtual computing system 200 includes
a first node 205, a second node 210, and a third node 215,
all of which form part of a cluster 220. Although only three
nodes (e.g., the first node 205, the second node 210, and the
third node 215) have been shown in the cluster 220, the
number of nodes may vary to be greater than or fewer than
three.

[0050] The first node 205 includes virtual machines 225A,
the second node 210 includes virtual machines 225B, and
the third node 215 includes virtual machines 225C. The
virtual machines 225A, 225B, and 225C are collectively
referred to herein as “virtual machines 225.” Additionally,
the first node 205 includes a hypervisor 230A and a con-
troller/service virtual machine 235A. Similarly, the second
node 210 includes a hypervisor 230B, and a controller/
service virtual machine 235B, while the third node 215
includes a hypervisor 230C, and a controller/service virtual
machine 235C. The hypervisor 230A, 230B, and 230C are
collectively referred to herein as “hypervisor 230.” Simi-
larly, the controller/service virtual machine 235A, 235B, and
235C are collectively referred to herein as “controller/
service virtual machine 235.”

[0051] Further, each of the controller/service virtual
machine 235A, controller/service virtual machine 235B, and
controller/service virtual machine 235C respectively include
a local management system 240A, a local management
system 240B, and a local management system 240C. The
local management system 240A, the local management
system 240B, and the local management system 240C
(collectively referred to herein as “local management system
2407), in some embodiments, is the Prism Element compo-
nent from Nutanix, Inc., and may be configured to perform
a variety of management tasks on the underlying node (e.g.,
the first node 205, the second node 210, and the third node
215, respectively).

[0052] The virtual computing system 200 also includes a
central management system (also referred to herein as
“overall management system”) 245. The central manage-
ment system 245, in some embodiments, is the Prism
Central component from Nutanix, Inc. that is configured to
manage all of the clusters (e.g., including the cluster 220 and
clusters 250A-250N) within the virtual computing system
200. In some embodiments, to manage a particular cluster
(e.g., the cluster 220), the central management system 245
may communicate with one or more of the local manage-
ment system 240 of that cluster. In other embodiments, the
central management system 245 may communicate with the
local management system 240 on the leader node or a local
management system designated to communicate with the
central management system, which in turn may then com-
municate with other components within the cluster (e.g., the
cluster 220) to perform operations requested by the central
management system. Similarly, the central management
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system 260 may communicate with the local management
systems of the nodes of the clusters 250A-250N in the
virtual computing system 200 for managing those clusters.
[0053] The central management system 245 also includes
a telemetry control system 255. The telemetry control sys-
tem 255 is configured to manage telemetry data collected
from one or more data sources. The telemetry control system
255 facilitates collection of the telemetry data from the data
sources via agents 260A, 260B, and 260C (collectively
referred to herein as “agents 260”). As used herein, a “data
source” means a component of the virtual computing system
200 from which telemetry data is collected. For example, in
some embodiments, data sources within the virtual comput-
ing system 200 may include the virtual machines 225, the
controller/service virtual machines 235, the hypervisor 230,
one or more virtual disks or other storage components,
networking components, or any other components such as
software applications, file systems, databases, and other
hardware, software, storage, virtual clouds, and data center
components that make up a virtual computing system 200.
Further, in some embodiments, the agents 260 may be
located on the data source from which telemetry data is to be
collected. In other embodiments, the agents 260 may be
located remote from the data sources from which the telem-
etry data is to be collected.

[0054] Thus, although the agents 260 have been shown as
being on the virtual machines, in other embodiments, the
agents may additionally or alternatively be on other com-
ponents of the virtual computing system 200. When running
on the virtual machines 225, in some embodiments, the
agents 260 may be within a software application installed on
the underlying virtual machine to collect telemetry data from
that particular application. In other embodiments, the agents
260 may additionally or alternatively be run on other com-
ponents of the virtual machines 225. Further, each of the
agents 260 is communicably connected to the telemetry
control system 255, which is also configured to manage the
transmission of the collected telemetry data to designated
end points, as well as manage the creation and operation of
the agents 260. The agents 260 and the telemetry control
system 255 together form a telemetry system.

[0055] Although the telemetry control system 255 has
been shown as being part of the central management system
245, in some embodiments, the telemetry control system
may be part of one or more of the local management system
240. In yet other embodiments, an instance of the telemetry
control system 255 may be on the central management
system 245 and another instance of the telemetry control
system may be on one or more of the local management
system 240. In some embodiments, certain features of the
telemetry control system 255 may be made available on the
central management system 245 and other features may be
made available on one or more of the local management
system 240. Thus, the telemetry control system 255 may be
configured in a variety of ways.

[0056] Referring now to FIG. 3, an example block dia-
gram of a telemetry system 300 is shown, in accordance with
some embodiments of the present disclosure. The telemetry
system 300 is configured to facilitate collection of telemetry
data from one or more data sources, manage transmission of
the collected telemetry data to one or more designated end
points, as well as manage the various agents that collect the
telemetry data from the data sources. The telemetry system
300 includes a telemetry control system 305 (also referred to
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herein as a “collector framework service”) that is configured
to facilitate collection of telemetry data from data sources
310A-310N via agents 315A-315Z. The data sources 310A-
310N are collectively referred to herein as “data sources
310,” while the agents 315A-3157 are collectively referred
to herein as “agents 315.” The telemetry control system 305
is also configured to transmit the collected telemetry data to
one or more destinations 320A-320Q), also referred to herein
as “end-points,” or the like. The one or more destinations
320A-320Q are collectively referred to herein as “destina-
tions 320.” The telemetry control system 305 may in turn be
managed/controlled by a management system 325.

[0057] In some embodiments, the agents 315 may be
configured to automatically collect telemetry data periodi-
cally from the data sources 310. In other embodiments, the
agents 315 may, additionally or alternatively, receive
instructions from the telemetry control system 305 to collect
telemetry data and upon receiving those instructions, the
agents may collect the telemetry data from the data sources
310. As used herein, each of the agents 315 is a software
program that is configured to operate autonomously (e.g.,
without specific user input or interaction) to gather a specific
type of information from the data sources 310. Thus, each of
the agents 315 is configured to achieve a particular goal
(e.g., collect a specific type of telemetry data) and may be
configured to activate itself to achieve that goal based on
constraints programmed therein. A configuration file (e.g.,
configuration file 510 in FIG. 5 below) within each of the
agents 315 outlines the various constraints and other oper-
ating parameters within which the agents operate. In some
embodiments, the agents 315 may work together to facilitate
collection of the telemetry data. Further, as will be explained
further below, the agents 315 are intelligent agents that are
capable of monitoring themselves and modifying the manner
in which they operate.

[0058] Additionally, since the agents 315 are configured to
collect telemetry data, the agents may also be referred to as
collectors, collecting agents, or the like.

[0059] Thus, in some embodiments, each of the agents 315
may be configured to collect a specific type of telemetry
data. For example, one or more of the agents 315 may be
configured to collect configuration related telemetry data,
other ones of those agents may be configured to collect
metric related telemetry data, and yet other ones of those
agents may be configured to collect alert related telemetry
data, and so on. Further, in some embodiments, each of the
agents 315 may be configured to collect telemetry data from
a particular one or more of the data sources 310. For
example, in some embodiments, the agent 315A may be
configured to collect configuration related telemetry data
from one or more of the data sources 310, the agent 315B
may be configured to collect metric related telemetry data
from one or more of the data sources 310, and so on. Thus,
each of the data sources 310 may allow multiple ones of the
agents 315 to collect telemetry data therefrom, with each
agent collecting a particular type of telemetry data.

[0060] In other embodiments, one or more of the agents
315 may be configured to collect all types of telemetry data,
but from a designated one or more of the data sources 310.
For example, in some embodiments, the agent 315A may be
configured to collect all types of telemetry data from the data
source 310A, the agent 315B may be configured to collect
all types of telemetry data from the data source 310B, and
so on. Thus, the type of telemetry data that a particular agent
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(e.g., the agents 315) collects and the data source from
which that particular agent collects telemetry data may vary
based upon the configuration of that particular agent.
[0061] Further, as indicated above, an agent (e.g., the
agents 315) may be located on the data source (e.g., the data
sources 310 or within a component of the data source) or be
remote therefrom. Thus, although the agents 315 have been
shown as located remotely from the data sources 310, in
some embodiments, one or more of those agents may be
located (e.g., installed) on the data source from which the
telemetry data is to be collected.

[0062] Additionally and particularly in those embodi-
ments in which the agents 315 automatically collect telem-
etry data from the data sources 310, those agents may be
programmed with a time period to periodically collect
telemetry data. For example, in some embodiments, the
agents 315 may be configured to collect telemetry data every
pre-determined number of seconds, minutes, hours, days,
months, or in any other unit of time. Further, each of the
agents 315 may be programmed with a different time period
to collect telemetry data. In some embodiments, one or more
of'the agents 315 may be configured to collect telemetry data
continuously. In such embodiments, the agents 315 may
continuously monitor the appropriate ones of the data
sources 310, and collect telemetry data as soon as the
telemetry data becomes available. Thus, the time frame
within which the agents 315 collect telemetry data from the
data sources 310 may vary from one embodiment to another.
[0063] The type of telemetry data, the identity (e.g., name,
location, etc.) of the data source (e.g., the data sources 310)
from which telemetry data is collected, and the frequency
with which the telemetry data is collected may be pro-
grammed within the configuration file of each of the agents
315. Therefore, the configuration of each of the agents 315
may vary from one embodiment to another as desired.
[0064] To collect telemetry data from the data sources 310,
each of the agents 315 communicates with an Application
Programming Interface (“API”") 330. The API 330 provides
an interface with a set of routines, protocols, and tools to
allow the agents 315 to access the appropriate ones of the
data sources 310 and collect the appropriate type of telem-
etry data from those data sources. For example, in some
embodiments, to collect telemetry data, an agent (e.g., the
agents 315) may contact the API 330, which in turn may
access the appropriate one or more of the data sources 310
from which the telemetry data is to be collected. In particu-
lar, the API 330 may access the databases, logs, counters,
and other files of those data sources 310 where telemetry
data may be found. The API 330 may extract the telemetry
data and return the collected telemetry data to the agent.
Thus, the API 330 facilitates collection of telemetry data.
Although a single instance of the API 330 is shown in the
telemetry system 300, in other embodiments, multiple
instances of the APl may be provided, with each API
instance configured to access a particular one or more of the
data sources 310 and/or collect a particular type of telemetry
data. Further, although the API 330 is shown separate from
the data sources 310 and the agents 315, in some embodi-
ments, the API may be part of the data sources or the agents.
Further, in some embodiments, the agents 315 may use
mechanisms other than an API to collect telemetry data from
the data sources 310.

[0065] The agents 315 may also be configured to transmit
the collected telemetry data to the telemetry control system
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305. In some embodiments, the agents 315 may be config-
ured to temporarily buffer the collected telemetry data and
transmit the collected telemetry data to the telemetry control
system 305 periodically or when the buffer space is full.
Upon successful transmission, the agent 315 may delete the
transmitted telemetry data. In other embodiments, the agents
315 may be configured to transmit the collected telemetry
data instantaneously or substantially instantaneously to the
telemetry control system 305. Each chunk of telemetry data
that is transmitted from the agents 315 to the telemetry
control system 305 may be considered a “telemetry data
stream.”

[0066] The telemetry control system 305 receives the
telemetry data from the agents 315 and stores the telemetry
data within a state replication system 335, and particularly,
within a data repository 340 of the state replication system.
The state replication system 335 of the telemetry control
system 305 is configured to aggregate the telemetry data
received from the agents 315 and sort the telemetry data into
one or more commit logs 345 before transmission to the
destinations 320. Specifically, in some embodiments, the
state replication system 335 may create an instance of a
commit log (e.g., the commit logs 345) for each type of
telemetry data received from the agents 315. Each such
commit log may, thus, store a particular type of telemetry
data from multiple data sources (e.g., the data sources 310).
In other embodiments, the state replication system 335 may
create an instance of a commit log (e.g., the commit logs
345) for each data source (e.g., the data sources 310). Each
such commit log may, thus, store multiple types of telemetry
data, but for a single data source. In yet other embodiments,
the state replication system 335 may create an instance of a
commit log (e.g., the commit logs 345) that stores a par-
ticular type of telemetry data from a particular data source
(e.g., the data sources 310) only. In such cases, each data
source may have multiple commit logs associated therewith,
with each commit log storing a particular type of telemetry
data from that data source. Thus, the number of the commit
logs 345, the type of telemetry data that each of those
commit logs store, as well as the data source from which the
telemetry data is extracted may vary from one embodiment
to another.

[0067] Additionally, the state replication system 335 may
define the size of each of the commit logs 345 at the time
those commit logs are created. Each of the commit logs 345
may be created with a different size based upon the type of
telemetry data stored within each commit log and/or the data
sources (e.g., the data sources 310) associated with each
commit log. For example, a commit log (e.g., the commit
logs 345) configured to store telemetry data that is collected
more frequently may need a larger size commit log than a
commit log configured to store telemetry data that is col-
lected less frequently. Likewise, a commit log that is con-
figured to store telemetry data that is more space intensive
(e.g., bigger in size) may be larger in size than a commit log
configured to store telemetry data that is less space intensive.
Similarly, the size of a commit log configured to store
telemetry data from multiple data sources (e.g., the data
sources 310) may be larger than a commit log configured to
store telemetry data from a single data source. Thus, the size
of the commit logs 345 may vary from one embodiment to
another.

[0068] Further, the timing of creation of the commit logs
345 may vary from one embodiment to another. For
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example, in some embodiments, the state replication system
335 may create the commit logs 345 upon encountering a
specific type of telemetry data and/or telemetry data from a
specific data source (e.g., the data sources) for the first time.
Thus, the state replication system 335 may analyze the
incoming telemetry data from the agents 315, and create an
instance of a commit log (e.g., the commit logs 345) on the
fly if a commit log does not already exist to store the
incoming telemetry data (or telemetry data from a particular
data source). In other embodiments, the state replication
system 335 may create an instance of a commit log (e.g., the
commit logs 345) for each type of telemetry data (and/or
each type of data source from which telemetry data is
collected) that the telemetry control system 305 is config-
ured to manage beforehand (e.g., at the time of initiation of
the telemetry control system). In other embodiments, a
subset of the commit logs 345 may be created on the fly,
while another subset of the commit logs may be created
beforehand.

[0069] Further, the state replication system 335 may save
the commit logs 345 locally on a memory (e.g., on the
direct-attached storage 180A, 180B, and 180C of FIG. 1)
associated with the telemetry system 300, and particularly,
with the telemetry control system 305. In other embodi-
ments, the state replication system 335 may save the commit
logs 345 on a network memory (e.g., the network-attached
storage 175 in FIG. 1). In some embodiments, the state
replication system 335 may save an instance of the commit
logs 345 locally, and make a back-up on the network
memory. Thus, the location of the commit logs 345 may also
vary from one embodiment to another.

[0070] In sum, the state replication system 335 creates
each of the commit logs 345 to have a particular size, a
particular configuration (e.g., type of telemetry data to store,
the data source from which to store telemetry data, or a
combination of both), and a particular location within the
virtual computing system (e.g., the virtual computing system
200). Thus, the state replication system 335 receives telem-
etry data from each of the agents 315 and appends the
telemetry data from each of the agents to one of the commit
logs 345. In addition to storing the telemetry data in the
commit logs 345, the state replication system 335 may store
time stamp information (e.g., the time when the telemetry
data is received at the state replication system, the time at
which the telemetry data is collected from the data sources
310, etc.) with each of the telemetry data. By virtue of
associating time stamp information with each piece of
telemetry data, the state replication system 335 is able to
determine the chronological order of the telemetry data. As
will be discussed below, in some embodiments, the state
replication system 335 may transmit the telemetry data from
the commit logs 345 in the order in which the telemetry data
is received/collected as determined from the time stamp
information. The state replication system 335 may associate
and store other information related to the telemetry data in
the commit logs 345 as well.

[0071] Referring still to FIG. 3, the telemetry control
system also includes an agent monitoring system 350. The
agent monitoring system 350 is configured to deploy and run
the agents 315, as discussed in further detail below with
respect to FIG. 7. Although the telemetry control system 305
is shown herein as having only the state replication system
335 and the agent monitoring system 350, in other embodi-
ments, the telemetry control system may include additional
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or other elements that are configured to perform the func-
tions disclosed herein. Further, although the state replication
system 335 and the agent monitoring system 350 are shown
as separate components of the telemetry control system 305,
in some embodiments, those components may be integrated
and the integrated component may perform the functions of
both components.

[0072] Additionally and although not shown, the telemetry
control system 305 may be configured as hardware, soft-
ware, firmware, or a combination thereof. Specifically, the
telemetry control system 305 may include one or more
processing units configured to execute instructions for
implementing the state replication system 335, the agent
monitoring system 350, and the other functionalities of the
telemetry control system. The telemetry control system 305
may also include one or more memory units to store those
instructions, the commit logs 345, as well as the telemetry
data (and other information) in those commit logs. In some
embodiments, the telemetry control system 305 may be
connected to a storage pool (e.g., the storage pool 170) to
receive, send, and process information, and to store and
manage the telemetry data. The instructions may be carried
out by a special purpose computer, logic circuits, or hard-
ware circuits of the telemetry control system 305. The
processing units may, thus, be implemented in hardware,
firmware, software, or any combination thereof. The pro-
cessing units execute an instruction, meaning that they
perform the operations called for by that instruction. The
processing units may retrieve a set of instructions from a
memory (e.g., the storage pool 170 or any other memory in
which such instructions may be stored). For example, in
some embodiments, the processing units may retrieve the
instructions from a permanent memory device like a read
only memory (ROM) device and copy the instructions in an
executable form to a temporary memory device that is
generally some form of random access memory (RAM). The
ROM and RAM may both be part of the storage pool (e.g.,
the storage pool 170), or in some embodiments, may be
separately provisioned from the storage pool. Further, the
processing units may include a single stand-alone processing
unit, or a plurality of processing units that use the same or
different processing technology. The instructions may be
written using one or more programming language, scripting
language, assembly language, etc.

[0073] Furthermore, the telemetry control system 305 may
be managed and operated by the management system 325.
Thus, the telemetry control system 305 may form the
back-end of the telemetry system 300, while the manage-
ment system 325 may form the front-end of the telemetry
system. A user may, via the management system 325,
instruct the telemetry control system 305 to perform one or
more operations. Example operations may include instruc-
tions to deploy new agents, delete existing agents, modify
the configuration of an existing agent, manage the destina-
tions to which the telemetry data from the commit logs 345
is transmitted, create new commit logs, delete existing
commit logs, modify the configuration and/or location of
existing commit logs, etc. Upon receiving instructions from
the management system 325, the telemetry control system
305 may perform actions consistent with those instructions.
Thus, the telemetry control system 305 is not visible to the
user, but is rather configured to operate under control of the
management system 325, which is visible to and operated by
the user.
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[0074] In some embodiments, the management system
325 may be installed on a device associated with the central
management system (e.g., the central management system
245) and/or the local management system (e.g., the local
management system 240). In some embodiments, the man-
agement system 325 may be accessed physically from the
device on which the telemetry system (and particularly the
telemetry control system 305) is installed. In other embodi-
ments, the telemetry control system 305 and the manage-
ment system 325 may be installed on separate devices.
Further, the management system 325 may be configured to
access the telemetry control system 305 via an API (e.g., an
API different from the API 330). In such cases, users may
access the management system 325 via designated devices
such as laptops, desktops, tablets, mobile devices, other
handheld or portable devices, and/or other types of comput-
ing devices that are configured to access the API. These
devices may be different from the device on which the
telemetry control system 305 is installed.

[0075] In some embodiments and when the management
system 325 is configured for use via an API, the users may
access the telemetry control system 305 via a web browser
and upon entering a uniform resource locator (“URL”) for
the API. Using the API, the users may then send instructions
to the telemetry control system 305 and receive information
back from the telemetry control system. In some embodi-
ments, the API may be a representational state transfer
(“REST”) type of AP In other embodiments, the API may
be any other type of web or other type of API (e.g.,
ASP.NET) built using any of a variety of technologies, such
as Java, .Net, etc., that is capable of accessing the telemetry
control system 305 and facilitating communication between
the users and the telemetry control system.

[0076] In some embodiments, the API may be configured
to facilitate communication between the users via the man-
agement system 325 and the telemetry control system 305
via a hypertext transfer protocol (“HTTP”) or hypertext
transfer protocol secure (“HTTPS”) type request. The API
may receive an HTTP/HTTPS request and send an HTTP/
HTTPS response back. In other embodiments, the API may
be configured to facilitate communication between the man-
agement system 325 and the telemetry control system 305
using other or additional types of communication protocols.
[0077] In other embodiments, instead of or in addition to
being installed on a particular device as discussed above, the
management system 325 may be hosted on a cloud service
and may be accessed via the cloud using an API or other
mechanism. In some embodiments, the management system
325 may additionally or alternatively be configured as a
mobile application that is suitable for installing on and
access from a mobile computing device (e.g., a mobile
phone). In other embodiments, the management system 325
may be configured for user access in other ways.

[0078] Thus, the management system 325 provides a user
interface that facilitates human-computer interaction
between the users and the telemetry control system 305.
Thus, the management system 325 is configured to receive
user inputs from the users via a graphical user interface
(“GUI”) of the management system and transmit those user
inputs to the telemetry control system 305. The management
system 325 is also configured to receive outputs from the
telemetry control system 305 and present those outputs to
the users via the GUI of the management system. The GUI
may present a variety of graphical icons, visual indicators,
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menus, visual widgets, and other indicia to facilitate user
interaction. In other embodiments, the management system
325 may be configured as other types of user interfaces,
including for example, text-based user interfaces and other
man-machine interfaces. Thus, the management system 325
may be configured in a variety of ways.

[0079] Further, the management system 325 may be con-
figured to receive user inputs in a variety of ways. For
example, the management system 325 may be configured to
receive the user inputs using input technologies including,
but not limited to, a keyboard, a stylus and/or touch screen,
a mouse, a track ball, a keypad, a microphone, voice
recognition, motion recognition, remote controllers, input
ports, one or more buttons, dials, joysticks, etc. that allow an
external source, such as the user, to enter information into
the management system. The management system 325 may
also be configured to present outputs to the users in a variety
of ways. For example, the management system 325 may be
configured to present information to external systems such
as users, memory, printers, speakers, etc.

[0080] Therefore, although not shown, the management
system 325 may be associated with a variety of hardware,
software, firmware components, or combinations thereof.
Generally speaking, the management system 325 may be
associated with any type of hardware, software, and/or
firmware component that enables the telemetry control sys-
tem 305 to perform the functions described herein and
further enables a user to control and manage the telemetry
control system.

[0081] Referring still to FIG. 3, the destinations 320 may
be a variety of end points to which the telemetry data from
the commit logs are transmitted. For example, in some
embodiments, one or more of the destinations 320 may be
server systems or computing devices outside of the virtual
computing system (e.g., the virtual computing system 200)
with which the telemetry system 300 is associated, compo-
nents/systems within the virtual computing system, the
management system 325, and any other end point that
desires the telemetry data to analyze and monitor the usage,
performance, or other operational features of the data
sources 310.

[0082] Turning now to FIG. 4, an example flow chart
outlining operations of a process 400 are shown, in accor-
dance with some embodiments of the present disclosure. The
process 400 may include additional, fewer, or different
operations, depending on the particular embodiment. The
process 400 is discussed in conjunction with FIG. 3 and is
implemented by the telemetry control system 305, and
particularly, by the state replication system 335 of the
telemetry control system.

[0083] The process 400 starts at operation 405 with the
deployment of the agents 315 to collect telemetry data from
the data sources 310. As indicated above, the agents 315
collect telemetry data via the API 330 from the data sources
310 continuously or periodically based upon a configuration
of the agents. The agents 315 then transmit the collected
telemetry data to the telemetry control system 305, which
receives that telemetry data at operation 410. In some
embodiments, the agents 315 may append additional infor-
mation to the collected telemetry data before transmitting
that telemetry data to the telemetry control system 305. For
example, in some embodiments, the agents 315 may append
atime stamp of the time when the telemetry data is collected.
In some embodiments, the agents 315 may additionally or
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alternatively also append information pertaining to the type
of telemetry data that is collected, the data sources 310 from
which the telemetry data is collected, the size of the telem-
etry data, and any other information that is considered
necessary or desirable.

[0084] Thus, the telemetry control system 305, and par-
ticularly, the state replication system 335 of the telemetry
control system, receives the telemetry data from the agents
315 at the operation 410. The state replication system 335
analyzes and sorts the received telemetry data into one or
more of the commit logs 345. Specifically and based upon
the configuration of the commit logs 345, the state replica-
tion system 335 may determine at least the type of telemetry
data that is received from the agents 315 and the data sources
310 from which the telemetry data has been collected. The
state replication system 335 may then direct the telemetry
data to the appropriate ones of the commit logs 345 for
storing. Therefore, at operation 415, the state replication
system 335 appends the telemetry data received at the
operation 410 to one or more of the commit logs 345.
[0085] In some embodiments, the state replication system
335 may also store additional information in the commit
logs along with the telemetry data, as discussed above. In
some embodiments, the state replication system 335 need
not store any additional information (e.g., time stamp infor-
mation, size, etc.) along with the telemetry data. Rather, the
state replication system 335 may simply assign a stream
number or other parameter to each incoming telemetry data
stream to keep track of the order in which a particular stream
is added to a particular commit log. For example, if commit
log 1 already includes streams 1 and 2, upon receiving a new
telemetry data stream to be added to the commit log 1, the
state replication system 335 may assign the new telemetry
data stream a stream number 3 and add to the commit log 1.
By way of assigning stream numbers (or other similar
designations), the state replication system 335 may easily
determine that telemetry data streams associated with stream
numbers 1 and 2 were received prior to the telemetry data
stream associated with the stream number 3. Thus, the state
replication system 335 may use any of a variety of mecha-
nisms to keep track of the relative order in which the
telemetry data streams are received.

[0086] Further, so long as the state replication system 335
has a way to track the chronology of the telemetry data
streams added to a particular commit log (e.g., the commit
logs 345), the incoming telemetry data stream may be
appended at the end of the commit log, at the beginning of
the commit log, or somewhere in the middle. As part of
storing the incoming telemetry data streams to the commit
logs 345, the state replication system 335 may compress
and/or encrypt the telemetry data.

[0087] At operation 420, the state replication system 335
transmits a portion of the telemetry data from one or more
of the commit logs 345 to one or more of the destinations
320. In some embodiments, the timing of the transmission to
one or more of the destinations 320 may vary. For example,
in some embodiments, the state replication system 335 may
be configured to monitor a size of telemetry data within each
of the commit logs 345, and transmit a portion of the
telemetry data from the commit logs once the size becomes
greater than a predetermined limit. In other embodiments,
the state replication system 335 may track the number of
telemetry data streams in each of the commit logs 345. Once
the number of the telemetry data streams becomes greater
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than a predetermined number, the state replication system
335 may transmit a portion of the telemetry data from that
commit log. In yet other embodiments, the state replication
system 335 may be configured to periodically transmit the
telemetry data from the commit logs 345 to the one or more
of the destinations 320. In some embodiments, the state
replication system 335 may send telemetry data when a
particular one of the destinations 320 demands that telem-
etry data or instantaneously as the telemetry data is received
from the agents 315 (and upon storing into the commit logs
345). Thus, the timing of when the telemetry data from the
commit logs 345 is transmitted to the one or more of the
destinations 320 may vary from one embodiment to another.
[0088] Additionally, telemetry data from a particular one
of the commit logs 345 may be transmitted to multiple ones
of the destinations 320. Further, in some embodiments, the
amount of the telemetry data that is transmitted in each
transmission to the one or more of the destinations 320 may
vary from one embodiment to another. For example, in some
embodiments, a fixed size of the telemetry data may be
transmitted in each transmission. In other embodiments, a
predetermined number of telemetry data streams regardless
of the size may be transmitted in each transmission. Further,
the amount of telemetry data to be transmitted in each
transmission may vary from one commit log to another.
[0089] Moreover, as noted above, the state replication
system 335 keeps track of the chronology of the telemetry
data streams in each commit log (e.g., the commit logs 345).
In some embodiments, the state replication system 335 may
be configured to transmit telemetry data in a First-In-First-
Out (“FIFO”) scheme. Thus, the oldest telemetry data in
each commit log (e.g., the commit logs 345) is transmitted
before more recent telemetry data. In other embodiments,
other transmission schemes may be applied.

[0090] At operation 425, the state replication system 335
determines whether the portion of telemetry data being
transmitted at the operation 420 was successfully transmit-
ted. For example, the state replication system 335 may
receive a notification from each of the destinations 320 to
which the telemetry data is transmitted at the operation 420
that those destinations received the telemetry data. Upon
determining that the transmission to each of the destinations
320 was successtul, the state replication system 335, at
operation 430, deletes the successfully transmitted telemetry
data from the commit logs 345 to make room for new
incoming telemetry data streams. The process 400 ends at
operation 435.

[0091] Referring now to FIG. 5, a block diagram of an
agent 500 is shown, in accordance with some embodiments
of the present disclosure. The agent 500 is analogous to the
agents 315 of FIG. 3. FIG. 5 is, thus, discussed in conjunc-
tion with FIG. 3. As indicated above, the agent 500 is an
autonomous software program that is configured to collect
telemetry data from the data sources 310 and transmit the
collected telemetry data to the telemetry control system 305.
To facilitate collection of telemetry data, the agent 500
includes a telemetry data collection system 505. The telem-
etry data collection system 505 collects telemetry data from
the data sources 310 in accordance with the guidelines noted
in the configuration file 510. Based on the guidelines, the
telemetry data collection system 505 communicates with the
API 330 to access the telemetry data in the data sources 310
and receive the collected telemetry data via the API. The
telemetry data collection system 505 may at least temporar-
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ily store the collected telemetry data in a memory 515 before
transmission of the collected telemetry data to the telemetry
control system 305. In some embodiments, the telemetry
data collection system 505 may also aggregate the collected
telemetry data before transmission. For example, in some
embodiments, the telemetry data collection system 505 may
use an average, minimum, maximum, or other mathematical
function to aggregate and combine the collected telemetry
data. In some embodiments, the telemetry data collection
system 505 may additionally or alternatively compress and/
or encrypt the collected telemetry data or employ other data
reducing or security measures. In other embodiments, the
telemetry data collection system 505 may simply transmit
the collected telemetry data and the telemetry control system
305 may perform the data aggregation and combining, as
well as apply data reducing and security measures if needed
or desired.

[0092] The agent 500 operates in accordance with the
configuration provided in the configuration file 510. The
configuration file 510 may be created upon the deployment
of the agent 500. The telemetry control system 305 may
control the operation of the agent 500 by moditying, among
other things, the configuration file 510 of the agent. The
configuration file 510 includes parameters such as the type
of telemetry data to collect, identity and location of the data
sources 310 to collect telemetry data from, frequency (e.g.,
time period) of collecting telemetry data, frequency of
transmission of the collected telemetry data to the telemetry
control system 305, additional information to append to the
collected telemetry data before transmission, and informa-
tion about what constructs, if any, to apply to the collected
telemetry data before transmission (e.g., aggregation, com-
pression, encryption, etc.). The configuration file 510 may
also include the priority of the agent 500 with respect to the
priority of other agents in the virtual computing system (e.g.,
the virtual computing system 200), and include other meta-
data/parameters to properly run the agent 500.

[0093] The configuration file 510 may further include one
or more logs to record the usage and operating characteris-
tics and statistics of the agent 500. The configuration file 510
may also include a log to record termination events of the
agent 500, including termination causes. The configuration
file 510 may additionally include resource limits, such as
allocated processing unit size (e.g., amount of central pro-
cessing unit power allocated), memory size (e.g., amount of
allocated memory), and metrics on other resources allocated
to the agent 500. The configuration file 510 may also include
a soft limit and a hard limit for each resource allocated to the
agent 500. The soft limit and the hard limit may be indicative
of a potential problem with the agent 500, as discussed
further below.

[0094] Thus, the configuration file 510 may include a
variety of parameters and initial settings for properly oper-
ating the agent 500. It is to be understood that although
certain parameters and initial settings of the configuration
file 510 are discussed above, in other embodiments, addi-
tional or different parameters and settings may be included
within the configuration file.

[0095] Further, as discussed above, proper operation of the
agent 500 is desired to improve the reliability of the telem-
etry system 300, and that each agent in the telemetry system
may impact the operation of other agents in the telemetry
system. Thus, a problem encountered by one agent may
propagate to the other agents, or at least impact the operation
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of those agents. To ensure the reliability of the telemetry
system and optimal operation of the agents, each agent (e.g.,
the agent 500) within the telemetry system 300 includes an
agent policing system 520. The agent policing system 520 is
configured to enforce the various resource limits of the agent
500. Specifically, the agent policing system 520 ensures that
the underlying agent (e.g., the agent 500) is using the
resources allocated thereto, and if the resource utilization
exceeds the allocated limits, then the agent enters a trouble-
shooting mode, explained below.

[0096] By keeping a check on the resource limits, the
agent policing system 520 ensures that the agent 500 does
not encroach on the resources to be used by the other agents
in the telemetry system 300. Additionally, by keeping track
of the resource limits, the agent policing system 520 may
proactively identify potential problems within the agent 500
and take corrective action to remedy those problems proac-
tively, thereby preventing those problems from escalating
and propagating to the other agents. Thus, the agent 500 can
self-police via the agent policing system 520 to maintain
optimal operating conditions. The agent policing system 520
uses the soft limit and the hard limit of each resource
allocated to the underlying agent (e.g., the agent 500) to
monitor that agent, as explained in FIG. 6 below.

[0097] The agent 500 also includes a processing unit 525.
The processing unit 525 may be configured to execute
instructions for implementing the telemetry data collection
system 505 and the agent policing system 520. The process-
ing unit 525 may also include instructions to facilitate the
access of the agent 500 by the telemetry control system (e.g.,
the telemetry control system 305 in FIG. 3) to manage the
configuration file 510, as well as manage and control the
other functionalities of the agent. The memory 515 may
store those instructions, as well as the collected telemetry
data, the configuration file 510, and any other information
that needs to be stored by the agent 500. The memory 515
may be a local memory (e.g., the direct-attached storage
180A, 180B, and 180C of FIG. 1) or a network memory
(e.g., the network-attached storage 175 in FIG. 1). Thus, the
memory 515 may be part of the storage pool 170 of FIG. 1
or be separate therefrom.

[0098] The processing unit 525 may be connected to the
memory 515 (and/or other memory devices) to receive,
send, and process information for operating and managing
the agent 500. The instructions may be carried out by a
special purpose computer, logic circuits, or hardware cir-
cuits of the processing unit 525. The processing unit 525
may be implemented in hardware, firmware, software, or
any combination thereof. The processing unit 525 executes
an instruction, meaning that it performs the operations called
for by that instruction. The processing unit 525 may retrieve
a set of instructions from the memory 515 (or any other
memory in which such instructions may be stored). For
example, in some embodiments, the processing unit 525
may retrieve the instructions from a permanent memory
device like a read only memory (ROM) device and copy the
instructions in an executable form to a temporary memory
device that is generally some form of random access
memory (RAM). The ROM and RAM may both be part of
the memory 515 or other designated memory. Further, the
processing unit 525 may include a single stand-alone pro-
cessing unit, or a plurality of processing units that use the
same or different processing technology. The instructions
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may be written using one or more programming language,
scripting language, assembly language, etc.

[0099] Although only certain components of the agent 500
have been shown and described in FIG. 5, it is to be
understood that in other embodiments, additional or differ-
ent components may be provided within or associated with
the agent to perform the functions described herein.
[0100] Turning now to FIG. 6, an example flowchart
outlining operations of a process 600 is shown, in accor-
dance with some embodiments of the present disclosure. The
process 600 may include additional, fewer, or different
operations, depending on the particular embodiment. The
process 600 is discussed in conjunction with FIGS. 3 and 5§
and is implemented by the agent policing system 520 of the
agent 500. The process 600 starts with the deployment of the
agent 500. Upon deployment, the agent policing system 520
determines the soft limit and hard limit for each resource
allocated to the agent 500 at operation 610. As indicated
above, the configuration file 510 includes the soft limit and
hard limit for each resource allocated to the agent 500. Thus,
the agent policing system 520 obtains the soft limit and hard
limit for the various resources from the configuration file
510.

[0101] In some embodiments, the agent policing system
520 may continuously monitor the configuration file 510 for
any updates to the soft limits and hard limits by the telemetry
control system 305. In other embodiments, the agent polic-
ing system 520 may periodically check the configuration file
510 for any updates to the soft and hard limits. Upon
determining the soft and hard limits, the agent policing
system 520 monitors the agent 500, and particularly, moni-
tors for the breach of the soft limits and hard limits during
operation of the agent at operation 615. Again, the agent
policing system 520 may continuously or periodically moni-
tor for breach of the soft and hard limits. The frequency with
which to check the configuration file 510 for updates to the
soft and hard limits, as well as the frequency with which to
monitor the breach of the soft and hard limits may also be
spelled out in the configuration file.

[0102] At operations 620 and 625, the agent policing
system 520 determines whether any soft limits or hard limits
have been breached. The soft limit exceeds the normal or
typical resource utilization of a particular resource by a first
predetermined threshold, and the hard limit exceeds the
normal or typical resource utilization of the particular
resource by a second predetermined threshold. The soft limit
may be indicative of a “warning” condition, while the hard
limit may be indicative of a “critical” condition. Each
resource may have varying soft and hard limits, and the
agent policing system 520 monitors the soft and hard limits
of each resource of the agent 500.

[0103] Upon determining that the soft limit of a particular
resource is breached (e.g., exceeded), the process 600 pro-
ceeds to the operation 620. Specifically, the process 600
proceeds to the operation 620 when the agent policing
system 520 determines that a resource limit of a particular
resource exceeds the soft limit but is less than the hard limit.
If the soft limit is not breached, the agent policing system
520 continues to monitor the soft and hard limits at the
operation 615. Likewise, the process 600 proceeds to the
operation 625 when the agent policing system 520 deter-
mines that a resource limit of a particular resource exceeds
the hard limit or continues to monitor the soft and hard limits
at the operation 615 if no hard limits are breached.
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[0104] At operation 630, which is reached when the soft
limit is breached at the operation 620, the agent policing
system 520 troubleshoots the agent 500. The agent policing
system 520 automatically troubleshoots the agent 500 upon
detecting a breach of the soft limit without waiting for an
input from the telemetry control system 305. The trouble-
shooting actions taken depend upon the type of resource
whose soft limit has been breached. For example, if the
resource whose soft limit is breached is memory, the agent
policing system 520 may perform troubleshooting actions
that are specifically designed to reduce memory usage.
Example troubleshooting actions may include cleaning and
freeing up of any unused memory space in the memory 515
of'the agent 500, including other memory devices associated
with the agent. The agent policing system 520 may also trim
(e.g., remove a percentage of entries) from any cache
memory (which may also be part of the memory 515)
associated with the agent 500. The agent policing system
520 may perform any other designated actions that are
specific to the resource being troubleshot to bring the
utilization of that resource within the soft limit.

[0105] The specific actions to perform during trouble-
shooting for each resource of the agent 500 may be pre-
programmed within the agent policing system 520. For
example, such actions may be part of the configuration file
510, stored separately in the memory 515, or otherwise
made accessible to the agent policing system. Upon per-
forming the troubleshooting actions, the agent policing
system 520 returns to the operation 615 to continue moni-
toring for breaches in the soft and hard limits of that resource
(along with other resources). In some embodiments, the
agent policing system 520 may perform a specific check on
the utilization of the resource after completion of the
troubleshooting actions at the operation 620 to ensure that
the utilization of the resource is within the soft limit. In other
embodiments, the agent policing system 520 may simply
assume that by virtue of performing the troubleshooting
actions at the operation 620, the utilization of that resource
is within the soft limit.

[0106] Further, in some embodiments, if the agent polic-
ing system 520 determines (e.g., at the operation 615 after
performing the troubleshooting actions at the operation 620
or during a specific check after the operation 620) that the
utilization of the resource continues to breach the soft limit,
the agent policing system may perform additional trouble-
shooting actions and/or wait for the resource to breach the
hard limit. Upon breaching the hard limit, the process 600
proceeds to the operation 625.

[0107] In some embodiments, the agent policing system
520 may also create a record of the soft limit breach and/or
troubleshooting actions performed. For example, in some
embodiments, the agent policing system 520 may record
(e.g., in a log) the identity of the resource whose soft limit
was breached, data about the breach itself (e.g., time when
the breach occurred, the values of the resource utilization
when the breach occurred, etc.), the troubleshooting pro-
cesses employed, and any other information considered
necessary or desirable. Such a record may provide insights
into a pattern of problems with the agent or in a particular
resource of the agent. In some embodiments, the agent
policing system 520 may also transmit the record to the
telemetry control system 305 and/or make the record avail-
able to the telemetry control system when needed.

Aug. 6, 2020

[0108] Referring still to FIG. 6, if the agent policing
system 520 determines at the operation 625 that the hard
limit of a particular resource has been breached, at operation
635, the agent policing system performs one or more
troubleshooting actions. The operation 635 is same as the
operation 630. Thus, the troubleshooting actions taken at the
operation 635 are same as the troubleshooting actions taken
at the operation 630. Therefore for example, if the resource
whose hard limit is breached is memory, the agent policing
system 520 may clean up and free any unused memory
space, as well as trim the cache memory. The agent policing
system 520 may perform any other actions that may be
programmed within the agent policing system to perform as
a troubleshooting action.

[0109] Upon completing the troubleshooting actions at the
operation 635, at operation 640, the agent policing system
520 determines whether the utilization of the resource is less
than the hard limit. If the agent policing system 520 deter-
mines that the utilization is less than the hard limit (even if
greater than the soft limit), the agent policing system returns
to the operation 615 for monitoring the soft and hard limits
of' that resource. If the agent policing system 520 determines
that the utilization exceeds the hard limit even after the
troubleshooting actions of the operation 635, the agent
policing system terminates the agent 500 at operation 645.
Thus, the agent self-terminates. To terminate the agent 500,
the agent policing system 520 may at least temporarily halt
operation of the agent 500. The agent policing system 520
may perform any other action that may be needed or
considered desirable to put the agent in an inoperative state
at least temporarily.

[0110] In addition to terminating the agent 500, the agent
policing system 520 may create a record of the agent
self-termination, including a record of the cause of the
termination. The agent policing system 520 may store the
record within the configuration file 510, the memory 515, or
any other storage device/file designated for such records.
The agent policing system 520 may also record various
usage characteristics of the resource and other operating
parameters at the time of breach of hard limits. Upon
terminating the agent 500 at the operation 645, the process
600 ends at operation 650.

[0111] Thus, the agent 500 is configured to self-police its
operation and quarantine itself in the event of conditions that
may impact the reliability of the telemetry system (e.g., the
telemetry system 300 in FIG. 3) or the operation of other
agents in the telemetry system.

[0112] In addition to the agent 500 self-policing, the agent
monitoring system 350 of the telemetry control system 305
of the telemetry system 300 of FIG. 3 also monitors and
manages the agent 500. An example block diagram of an
agent monitoring system 700 is shown in FIG. 7, in accor-
dance with some embodiments of the present disclosure. The
agent monitoring system 700 is analogous to the agent
monitoring system 350 of FIG. 3. The agent monitoring
system 700 is configured to monitor and manage the agents
(e.g., the agent 500). Thus, the agent monitoring system 700
includes an agent creation system 705, an agent deletion
system 710, and agent updating system 715, as well as an
agent termination record 720. Although the agent creation
system 705, the agent deletion system 710, the agent updat-
ing system 715, and the agent termination record 720 are
shown as separate components, one or more of those com-
ponents may be combined together. Likewise, although only
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the agent creation system 705, the agent deletion system
710, the agent updating system 715, and the agent termina-
tion record 720 are shown in the agent monitoring system
700, in other embodiments, additional or different compo-
nents may be provided within the agent monitoring system
to perform the functions described herein.

[0113] The agent creation system 705 of the agent moni-
toring system 700 may be used to create (also referred to
herein as “deploy”) new agents (e.g., the agent 500) within
the telemetry system (e.g., the telemetry system 300 of FIG.
3). To create or deploy new agents, the agent monitoring
system 700 may install an instance of the agent on or within
a component of the data source to be monitored. In some
embodiments, the agent monitoring system 700 may deploy
the agent remote from the data source to be monitored. The
agent monitoring system 700 may also create an instance of
a configuration file for the agent and configure that agent in
accordance with the parameters and settings indicated in the
configuration file. As indicated above, the agent monitoring
system 700 receives instructions from the management
system (e.g., the management system 325 of FIG. 3). A user
via the management system may provide the various param-
eters and settings for the configuration file of the agent, and
the agent monitoring system 700 may then configure the
agent in accordance with those parameters and settings.
[0114] The agent deletion system 710 of the agent moni-
toring system 700 is configured to delete one or more
existing agents from the telemetry system 300. To delete an
agent, the agent deletion system 710 may uninstall the
instance of the agent to be deleted, as well as delete the
configuration file of that agent. The agent deletion system
710 may take any other action considered desirable to ensure
that the agent is permanently inoperative. An agent may be
deleted if that agent is no longer needed or is malfunctioning
and beyond repair. Again, the agent deletion system 710 may
receive instructions from the management system 325 to
delete an agent, and the agent deletion system may delete the
agent in response to those instructions.

[0115] Further, as indicated above, each agent (e.g., the
agent 500) may have a priority associated therewith. One of
the agents may be designated a leader (and have a higher
priority) and other agents may be designated as followers
(and have a lower priority). If the agent deletion system 710
decides to (e.g., receives instructions from the management
system 325) to delete multiple agents, agents with lower
priority may be deleted first. If the leader agent is deleted,
another leader agent may be designated.

[0116] The agent updating system 715 of the agent moni-
toring system 700 is configured to update existing agents
(e.g., the agent 500). For example, the agent updating system
715 may continuously (or periodically) monitor each agent
that is deployed and manage the operation of those agents.
For example, as discussed above, each agent self-polices and
may terminate itself if the hard limits are continually
exceeded. Upon detecting that a particular agent has termi-
nated itself, the agent updating system 715 may attempt to
periodically restart the agent. The agent updating system 715
may also determine the termination cause, and/or update the
configuration file of that agent. The monitoring and manag-
ing of the agents by the agent updating system 715 is
described further in FIG. 8.

[0117] The agent termination record 720 is a log, file, or
database of a pre-determined number of past termination
causes of each agent. Thus, for each agent, the agent
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monitoring system 700 creates and maintains a record of the
causes of termination of that agent. Upon self-terminating,
each agent emits an exit code identifying the cause of
termination, which is recorded within the configuration file
510 or in another record of the agent. The agent monitoring
system 700 may retrieve that exit code (or the agent may
automatically transmit the exit code to the agent monitoring
system) and save that exit code in the agent termination
record 720. The agent termination record 720 may also save
additional information pertaining to agent terminations. For
example, in some embodiments, the agent termination
record 720 may record the dates/times at which the agents
terminate, the identity of the agent that terminated, and any
other information that is needed or considered desirable.

[0118] Turning now to FIG. 8, an example flowchart
outlining operations of a process 800 is shown, in accor-
dance with some embodiments of the present disclosure. The
process 800 may include additional, fewer, or different
operations, depending on the particular embodiment. The
process 800 is discussed in conjunction with FIGS. 3, 6, and
7 and is implemented by the agent monitoring system 700
and particularly by the agent updating system 715 of the
agent monitoring system to monitor an agent (e.g., the agent
500). Upon starting at operation 805, at operation 810, the
agent updating system 715 continues to monitor each of the
agents that are associated with the agent monitoring system
700. At operation 815, the agent updating system 715
determines that one or more of the agents that the agent
updating system monitors has self-terminated. As indicated
above, in some embodiments, the terminating agent(s) may
notify the agent updating system 715 of the termination,
while in other embodiments, the agent updating system may
determine by itself that the agent(s) has(ve) terminated
based upon the monitoring actions of the operation 810.

[0119] Upon determining the self-termination of one or
more agents, at operation 820, the agent updating system
715 determines a cause of termination of those agents from
the exit code and/or any other information that the agent
updating system may have available thereto. The agent
updating system 715 updates the agent termination record
720 of the terminated agent(s) at operation 825 to include the
exit code and any other information associated with the
termination. At operation 830, for each terminated agent, the
agent updating system 715 determines whether a number of
times that the agent has terminated within a predetermined
time period is greater than a predetermined threshold. The
number of times that a particular agent self-terminated may
also be recorded within the agent termination record 720.
Thus, the agent updating system 715 may determine from
the agent termination record 720 how many times a particu-
lar agent has terminated in the past within the predetermined
time period, and compare that number with the predeter-
mined threshold.

[0120] In some embodiments, the agent updating system
715 may have a separate predetermined threshold for each
termination cause of the agent. For example, the agent
updating system 715 may have a first predetermined thresh-
old for memory related self-termination, a second predeter-
mined threshold for CPU related self-termination, and so on.
In other embodiments, a single predetermined threshold may
be used. When separate predetermined thresholds are used,
the agent updating system 715 may compare the number of
times that the agent has self-terminated to the separate
predetermined thresholds. For example, for memory related
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self-termination causes, the agent updating system 715 may
compare the first predetermined threshold above to the
number of times the agent has self-terminated due to
memory related causes. When a single predetermined
threshold is used, the agent updating system 715 may
compare the aggregate of the number of times the agent has
self-terminated regardless of the termination cause with the
predetermined threshold.

[0121] The number of times that a particular agent has
terminated in the past and comparison of that number with
the predetermined threshold at the operation 830 may be
indicative of whether a particular problem causing the agent
to self-terminate is temporary or recurring/perennial. For
example, if the number of times that a particular agent has
self-terminated in the past within the predetermined time
period is less than the predetermined threshold, the agent
updating system 715 may determine that the problem is
temporary and attempt to restart the agent at operation 835.
The agent updating system 715 may restart the agent at the
operation 835 after a first predetermined delay. As discussed
above, in some instances, a problem may be an incidental
problem caused by other components or problems within the
telemetry system. In such cases, restarting the agent after the
first predetermined delay may allow enough time for the
problem to resolve, and allow the agent to resume normal
operation.

[0122] Like the predetermined threshold of the operation
830, the first predetermined delay may be specific to the
termination cause of the agent or a single first predetermined
delay may be used regardless of the termination cause. Upon
restarting the agent at the operation 835, the agent updating
system 715 returns to the operation 810 to continue moni-
toring the agent.

[0123] On the other hand, if at the operation 830, the agent
updating system 715 determines that the number of times the
agent has self-terminated is greater than the predetermined
threshold, the agent updating system still attempts to restart
the terminated agent at operation 840, but after a second
predetermined delay that is longer than the first predeter-
mined delay of the operation 835. By virtue of exceeding the
predetermined threshold at the operation 830, the agent
updating system 715 may determine that the cause of
self-terminating is likely not incidental (e.g., or is incidental
but needs a longer time to recover). Therefore, the agent
updating system 715 attempts to restart the agent at the
operation 840 after a longer delay. Upon restarting the agent
at the operation 840, the agent updating system 715 deter-
mines again, at operation 845, whether the agent is still
self-terminating. If the agent has not self-terminated upon
restarting at the operation 840 for a predetermined period of
time, the agent updating system 715 returns to the operation
810 to continue monitoring the agent. If the agent self-
terminates again after restarting at the operation 840 within
the predetermined period of time, the agent updating system
updates at least the hard limits of the resource causing the
termination needs to be updated in the configuration file 510
at operation 850.

[0124] To update the configuration file 510, the agent
updating system 715 reviews the agent termination record
720 of the agent 500 whose configuration file needs to be
updated. By reviewing the agent termination record 720, the
agent updating system 715 may determine whether the cause
of termination of the agent 500 in the past (e.g., within a
predetermined past time period) has been due to exceeding
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the hard limit of the resource that caused the termination at
the operation 845. For example, the agent updating system
715 may determine from the agent termination record 720 of
the agent 500 that the agent has terminated in the past due
to the same cause for which the agent terminated at the
operation 845 (and/or at the operation 815) greater than a
predetermined number of times in a given past time period.
If so0, the agent updating system 715 may determine that the
hard limit of the resource causing repeated terminations
needs to be updated.

[0125] To determine the updated hard limit of that
resource, the agent updating system 715 may retrieve actual
usage statistics of that resource from the agent 500. The
agent updating system 715 may determine that the usage of
that resource by the agent 500 is typically greater than the
hard limit. For example, if the agent updating system 715
determines that the usage of that resource by the agent 500
in a given time period has been greater than the hard limit
currently set for that resource for a predetermined number of
times, the agent updating system may determine that the
agent typically requires a greater allocation of that resource
than currently allowed by the hard limit. In such cases, the
agent updating system 715 may update the hard limit of that
resource within the configuration file 510 of the agent 500
with the value that the agent typically uses. Thus, the agent
updating system 715 may update the configuration file 510
of the agent 500 based upon the agent termination record
720 reflecting past termination causes, as well as actual
usage statistics of that agent for a particular resource.

[0126] In some embodiments, and particularly when the
agent 500 does not have a past history of terminating for the
cause for which the agent terminated at the operation 845 (or
at operation 815), the agent updating system 715 may review
the usage statistics of other related agents to determine the
usage patterns of that resource. For example, if the agent 500
terminated at the operation 845 (and/or at the operation 815)
due to memory related issues fewer than a predetermined
number of times, the agent updating system 715 may deter-
mine that the agent does not have a recurrent history of
memory related terminations. In such cases, in addition to
reviewing the actual usage statistics of memory of the agent
500, the agent updating system 715 may also review
memory related usage statistics of other agents in the
telemetry system. If the actual memory related statistics of
the agent 500 are less than the actual memory related
statistics of the other agents, and if the actual memory
related statistics of the other agents is greater than the hard
limit of the agent 500, the agent updating system 715 may
update the hard limit of memory for the agent 500 based on
the actual usage value from the other agents. Thus, the agent
updating system 715 may review operation characteristics of
related agents to update the configuration file 510 of the
agent 500.

[0127] In yet other embodiments, the agent updating sys-
tem 715 may simply receive instructions from the manage-
ment system 325 to update the configuration file 510 with
specific hard limit values, and the agent updating system
may update the configuration file in accordance with those
instructions. Thus, the agent updating system 715 may use
a variety of techniques mentioned above, either alone or in
combination, to update the configuration file 510 of the
agent 500. The agent updating system 715 may use addi-
tional or other techniques as well in other embodiments to
update the configuration file 510.
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[0128] Further, to update the configuration file 510 of the
agent 500, the agent updating system 715 may pause opera-
tion of the agent, retrieve the configuration file, update the
configuration file, and resume agent operation. In other
embodiments, the agent updating system 715 may be able to
update the configuration file 510 of the agent 500 in back-
ground, without having to disrupt then normal operation of
the agent.

[0129] Additionally, although the updating of the configu-
ration file 510 of the agent 500 has been discussed above
with respect to updating hard limits, in other embodiments,
the soft limit and/or the general allocated amount of that
resource may be updated. Further, although the updating
above has been discussed with respect to updating the limits
of the resource that caused the termination of the agent 500
at the operation 845 (and/or at the operation 815), in some
embodiments, the agent updating system 715 may determine
(e.g., from the agent termination record 720, the actual usage
statistics, etc.) that the agent has a repeated termination
history of terminating due to another cause, and the agent
updating system may update the limits of that another cause.

[0130] Upon updating the configuration file 510 of the
agent 500 at the operation 850, the agent updating system
715 restarts the agent at operation 855 and returns to the
operation 810 to continue monitoring that agent along with
other agents.

[0131] Thus, the present disclosure provides a mechanism
to effectively, efficiently, and reliably collect telemetry data,
and transmit the telemetry data to one or more destinations.
The present disclosure also provides an effective mechanism
to manage the agents, identify potential problems with the
agents, and proactively address those problems before esca-
lation.

[0132] Itis to be understood that any examples used herein
are simply for purposes of explanation and are not intended
to be limiting in any way.

[0133] The herein described subject matter sometimes
illustrates different components contained within, or con-
nected with, different other components. It is to be under-
stood that such depicted architectures are merely exemplary,
and that in fact many other architectures can be implemented
which achieve the same functionality. In a conceptual sense,
any arrangement of components to achieve the same func-
tionality is effectively “associated” such that the desired
functionality is achieved. Hence, any two components
herein combined to achieve a particular functionality can be
seen as “associated with” each other such that the desired
functionality is achieved, irrespective of architectures or
intermedial components. Likewise, any two components so
associated can also be viewed as being “operably con-
nected,” or “operably coupled,” to each other to achieve the
desired functionality, and any two components capable of
being so associated can also be viewed as being “operably
couplable,” to each other to achieve the desired functional-
ity. Specific examples of operably couplable include but are
not limited to physically mateable and/or physically inter-
acting components and/or wirelessly interactable and/or
wirelessly interacting components and/or logically interact-
ing and/or logically interactable components.

[0134] With respect to the use of substantially any plural
and/or singular terms herein, those having skill in the art can
translate from the plural to the singular and/or from the
singular to the plural as is appropriate to the context and/or
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application. The various singular/plural permutations may
be expressly set forth herein for sake of clarity.

[0135] It will be understood by those within the art that, in
general, terms used herein, and especially in the appended
claims (e.g., bodies of the appended claims) are generally
intended as “open” terms (e.g., the term “including” should
be interpreted as “including but not limited to,” the term
“having” should be interpreted as “having at least,” the term
“includes” should be interpreted as “includes but is not
limited to,” etc.). It will be further understood by those
within the art that if a specific number of an introduced claim
recitation is intended, such an intent will be explicitly recited
in the claim, and in the absence of such recitation no such
intent is present. For example, as an aid to understanding,
the following appended claims may contain usage of the
introductory phrases “at least one” and “one or more” to
introduce claim recitations. However, the use of such
phrases should not be construed to imply that the introduc-
tion of a claim recitation by the indefinite articles “a” or “an”
limits any particular claim containing such introduced claim
recitation to inventions containing only one such recitation,
even when the same claim includes the introductory phrases
“one or more” or “at least one” and indefinite articles such
as “a” or “an” (e.g., “a” and/or “an” should typically be
interpreted to mean “at least one” or “one or more”); the
same holds true for the use of definite articles used to
introduce claim recitations. In addition, even if a specific
number of an introduced claim recitation is explicitly
recited, those skilled in the art will recognize that such
recitation should typically be interpreted to mean at least the
recited number (e.g., the bare recitation of “two recitations,”
without other modifiers, typically means at least two reci-
tations, or two or more recitations). Furthermore, in those
instances where a convention analogous to “at least one of
A, B, and C, etc.” is used, in general such a construction is
intended in the sense one having skill in the art would
understand the convention (e.g., “a system having at least
one of A, B, and C” would include but not be limited to
systems that have A alone, B alone, C alone, A and B
together, A and C together, B and C together, and/or A, B,
and C together, etc.). In those instances where a convention
analogous to “at least one of A, B, or C, etc.” is used, in
general such a construction is intended in the sense one
having skill in the art would understand the convention (e.g.,
“a system having at least one of A, B, or C” would include
but not be limited to systems that have A alone, B alone, C
alone, A and B together, A and C together, B and C together,
and/or A, B, and C together, etc.). It will be further under-
stood by those within the art that virtually any disjunctive
word and/or phrase presenting two or more alternative
terms, whether in the description, claims, or drawings,
should be understood to contemplate the possibilities of
including one of the terms, either of the terms, or both terms.
For example, the phrase “A or B” will be understood to
include the possibilities of “A” or “B” or “A and B.” Further,
unless otherwise noted, the use of the words “approximate,”

“about,” “around,” “substantially,” etc., mean plus or minus
ten percent.
[0136] The foregoing description of illustrative embodi-

ments has been presented for purposes of illustration and of
description. It is not intended to be exhaustive or limiting
with respect to the precise form disclosed, and modifications
and variations are possible in light of the above teachings or
may be acquired from practice of the disclosed embodi-
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ments. It is intended that the scope of the invention be
defined by the claims appended hereto and their equivalents.

What is claimed is:

1. A non-transitory computer-readable media comprising
computer-readable instructions stored thereon that when
executed by a processor causes the processor to:

monitor a resource limit of a resource allocated to a

telemetry agent operating in a telemetry system,
wherein the telemetry agent collects and transmits
telemetry data, and wherein the processor is associated
with the telemetry agent;

troubleshoot the telemetry agent upon determining that a

resource utilization of the resource by the telemetry
agent has exceeded the resource limit; and

terminate the telemetry agent upon determining that the

telemetry agent continues to exceed the resource limit
upon troubleshooting.

2. The non-transitory computer-readable media of claim
1, wherein the resource limit comprises a soft limit and a
hard limit, and wherein troubleshooting the telemetry agent
comprises:

performing a first troubleshooting action upon the telem-

etry agent exceeding the soft limit but not the hard
limit; and

performing a second troubleshooting action upon the

telemetry agent exceeding the hard limit.

3. The non-transitory computer-readable media of claim
2, wherein the processor further comprises computer-read-
able instructions to terminate the telemetry agent upon
determining that the telemetry agent continues to exceed the
hard limit upon performing the second troubleshooting
action.

4. The non-transitory computer-readable media of claim
1, wherein the processor further comprises computer-read-
able instructions to:

perform a troubleshooting action upon the telemetry agent

exceeding a soft limit of the resource limit; and

upon determining that the telemetry agent continues to

exceed the soft limit upon performing the troubleshoot-
ing action, continue to monitor the telemetry agent for
the telemetry agent to exceed a hard limit of the
resource limit.

5. The non-transitory computer-readable media of claim
1, wherein the processor further comprises computer-read-
able instructions to:

perform a troubleshooting action upon the telemetry agent

exceeding both a soft limit and a hard limit of the
resource limit; and

terminate the telemetry agent upon determining that the

telemetry agent continues to exceed the hard limit upon
performing the troubleshooting action.

6. The non-transitory computer-readable media of claim
1, wherein the telemetry agent is one of a plurality of
telemetry agents, and wherein each of the plurality of
telemetry agents is configured to collect a specific type of the
telemetry data.

7. The non-transitory computer-readable media of claim
1, wherein the processor further comprises computer-read-
able instructions to:

temporarily store the telemetry data collected within a

first pre-determined period of time; and

transmit the stored telemetry data upon expiration of a

second pre-determined period of time.
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8. The non-transitory computer-readable media of claim
7, wherein the processor further comprises computer-read-
able instructions to combine the telemetry data collected
within the first pre-determined period of time before trans-
mission.

9. The non-transitory computer-readable media of claim
1, wherein the telemetry system is configured to:

update a configuration of the telemetry agent upon the

termination of the telemetry agent; and

restart the telemetry agent upon updating the configura-

tion.

10. The non-transitory computer-readable media of claim
1, wherein the processor further comprises computer-read-
able instructions to send an exit code to the telemetry system
upon termination, and wherein the exit codes identifies a
cause of the termination.

11. A method comprising:

monitoring, by a processor of a telemetry agent operating

in a telemetry system, a resource limit of a resource
allocated to the telemetry agent that collects and trans-
mits telemetry data;

troubleshooting, by the processor, the telemetry agent

upon determining that a resource utilization of the
resource by the telemetry agent has exceeded the
resource limit; and

terminating, by the processor, the telemetry agent upon

determining that the telemetry agent continues to
exceed the resource limit upon troubleshooting.

12. The method of claim 11, further comprising:

determining, by the processor, that the telemetry agent has

exceeded a soft limit of the resource limit but not a hard
limit of the resource limit; and

performing, by the processor, a troubleshooting action on

the telemetry agent upon the telemetry agent exceeding
the soft limit.

13. The method of claim 11, further comprising:

determining, by the processor, that the telemetry agent has

exceeded both a soft limit and a hard limit of the
resource limit; and

terminating, by the processor, the telemetry agent upon

determining that the telemetry agent continues to
exceed the hard limit upon performing a troubleshoot-
ing action on the telemetry agent.

14. The method of claim 11, further comprising sending,
by the processor, an exit code to the telemetry system upon
terminating the telemetry agent.

15. The method of claim 11, further comprising:

updating, by the telemetry system, a configuration of the

telemetry agent upon receiving indication of the termi-
nation of the telemetry agent; and

restarting, by the telemetry agent, the telemetry agent

upon updating the configuration.

16. The method of claim 11, further comprising:

receiving, by the telemetry system, the telemetry data

from the telemetry agent; and

appending, by the telemetry system, the telemetry data to

a commit log.

17. The method of claim 16, further comprising:

deleting, by the telemetry system, the telemetry data from

the commit log upon successful transmission of the
telemetry data.

18. A system comprising:

a memory to store telemetry data and computer-readable

instructions;
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a processor of a telemetry agent in a telemetry system,
wherein the processor executes the computer-readable
instructions to:
monitor a resource limit of a resource allocated to the
telemetry agent, wherein the telemetry agent collects
and transmits the telemetry data;

troubleshoot the telemetry agent upon determining that
a resource utilization of the resource by the telemetry
agent has exceeded the resource limit; and

terminate the telemetry agent upon determining that the
telemetry agent continues to exceed the resource
limit upon troubleshooting.

19. The system of claim 18, wherein the resource limit
comprises a soft limit and a hard limit, and wherein the
processor executes the computer-readable instructions to
terminate the telemetry agent upon the telemetry agent
exceeding both the hard limit and the soft limit, but not upon
the telemetry agent exceeding the soft limit only.

20. The system of claim 18, wherein telemetry agent is
configured to collect the telemetry data from at least one data
source in a virtual computing system.

21. The system of claim 18, wherein the processor
executes the computer-readable instructions to:

18
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temporarily store the telemetry data collected within a

first pre-determined period of time; and

transmit the stored telemetry data upon expiration of a

second pre-determined period of time.

22. The system of claim 18, wherein the processor
executes the computer-readable instructions to determine
that the telemetry agent has exceeded a soft limit of the
resource limit but not a hard limit of the resource limit and
to perform a troubleshooting action on the telemetry agent
upon the telemetry agent exceeding the soft limit.

23. The system of claim 18, wherein the processor
executes the computer-readable instructions to send an exit
code to the telemetry system upon terminating the telemetry
agent.

24. The system of claim 18, wherein the processor
executes the computer-readable instructions to:

update a configuration of the telemetry agent upon receiv-

ing indication of the termination of the telemetry agent;

and

restart the telemetry agent upon updating the configu-
ration.



