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(57) ABSTRACT

A method, system, and apparatus may initialize a fixed
plurality of page table entries for a fixed plurality of pages
in memory, each page having a first size, wherein a linear
address for each page table entry corresponds to a physical
address and the fixed plurality of pages are aligned. A bit in
each of the page table entries for the aligned pages may be
set to indicate whether or not the fixed plurality of pages is
to be treated as one combined page having a second page
size larger than the first page size. Other embodiments are
described and claimed.
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METHOD, SYSTEM, AND APPARATUS FOR
PAGE SIZING EXTENSION

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This patent application is a continuation of U.S.
patent application Ser. No. 15/384,067, filed Dec. 19, 2016,
which is a continuation of U.S. patent application Ser. No.
13/722,485, filed Dec. 20, 2012, now U.S. Issued U.S. Pat.
No. 9,934,155, Issued on Apr. 3, 2018, which is a continu-
ation of U.S. patent application Ser. No. 11/967,868, filed
Dec. 31, 2007, now U.S. Issued U.S. Pat. No. 9,244,855,
Issued on Jan. 26, 2016, all of which are hereby incorporated
by reference in their entirety into this application.

BACKGROUND OF THE INVENTION

[0002] Many processors may make use of virtual or
demand-paged memory schemes, where sections of a pro-
gram’s execution environment may be mapped into fixed
sized segments or frames of physical memory as needed.
Virtual memory schemes may allow the use of a physical
memory that may be much smaller in size than the linear
address space of the processor and may also provide a
mechanism for memory protection so that multiple tasks or
programs sharing the same physical memory do not interfere
with each other. The effectiveness of caching techniques
employed to facilitate translation of a linear or virtual
address to physical address may be limited by the page or
frame sizes used in some computing systems.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The subject matter regarded as the invention is
particularly pointed out and distinctly claimed in the con-
cluding portion of the specification. The invention, however,
both as to organization and method of operation, together
with objects, features and advantages thereof, may best be
understood by reference to the following detailed descrip-
tion when read with the accompanied drawings in which:

[0004] FIG. 1 is a schematic illustration of a computing
system according to an embodiment of the invention.

[0005] FIG. 2 is a schematic illustration of a computing
system according to an embodiment of the invention.

[0006] FIG. 3 is a schematic illustration of an address
translation scheme to an embodiment of the invention.

[0007] FIG. 4 shows the format of paging structure entries
according to an embodiment of the invention.

[0008] FIG. 5 depicts a method for enabling a larger page
size from a fixed number of smaller pages according to an
embodiment of the invention.

[0009] It will be appreciated that for simplicity and clarity
of illustration, elements shown in the drawings have not
necessarily been drawn accurately or to scale. For example,
the dimensions of some of the elements may be exaggerated
relative to other elements for clarity or several physical
components included in one functional block or element.
Further, where considered appropriate, reference numerals
may be repeated among the drawings to indicate correspond-
ing or analogous elements. Moreover, some of the blocks
depicted in the drawings may be combined into a single
function.
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DETAILED DESCRIPTION OF THE
INVENTION

[0010] In the following detailed description, numerous
specific details are set forth in order to provide a thorough
understanding of the invention. However it will be under-
stood by those of ordinary skill in the art that the present
invention may be practiced without these specific details. In
other instances, well-known methods, procedures, compo-
nents and circuits have not been described in detail so as not
to obscure the present invention.

[0011] Unless specifically stated otherwise, as apparent
from the following discussions, it is appreciated that
throughout the specification discussions utilizing terms such
as “processing,” “computing,” “calculating,” “determining,”
or the like, refer to the action and/or processes of a computer
or computing system, or similar electronic computing
device, that manipulate and/or transform data represented as
physical, such as electronic, quantities within the computing
system’s registers and/or memories into other data similarly
represented as physical quantities within the computing
system’s memories, registers or other such information
storage, transmission or display devices. In addition, the
term “plurality” may be used throughout the specification to
describe two or more components, devices, elements,
parameters and the like.

[0012] Embodiments of the invention provide a method
for generating or enabling the use of a larger page in the
physical or system memory of a computing system by
aligning a fixed number of pages having a page size smaller
than that of the page being enabled. A fixed plurality of page
table entries for a fixed plurality of pages in a memory, each
page having a first page size, may be initialized. A linear
address for each page in each page table entry may corre-
spond to a physical address. The fixed plurality of pages may
be aligned. A bit or flag in each of the page table entries of
the fixed plurality of pages may be set to indicate whether or
not the fixed plurality of pages is to be treated as one
combined page having a second page size larger than the
first page size. In some embodiments, the second page size
may be 64 Kbytes and generating from 16 aligned 4 Kbyte
pages. Other sizes may be used.

[0013] Reference is now made to FIG. 1, a schematic
illustration of a computing system 100 capable of enabling
a larger page size from a fixed number of aligned smaller
pages according to embodiments of the invention. Comput-
ing system 100 may be or include, for example, a personal
computer, a desktop computer, a mobile computer, a laptop
computer, a notebook computer, a terminal, a workstation, a
server computer, a network device, or other suitable com-
puting device. Although the invention is not limited in this
respect, computing system 100 may include a processor 102
that may access one or memories via a paging system and
may operate in accordance with embodiments of the inven-
tion. In addition, computing system 100 may include a
system memory 104 and a nonvolatile memory 106 which
may be coupled to processor 102 via bus 120 and bus 130
respectively. Other components or logical elements may also
be included in computing system 100 such as for example a
peripheral bus or an input/output device. Alternative con-
figurations or topologies may also be included such as for
example a common bus for coupling processor 102, system
memory 104, nonvolatile memory 106, and possibly other
components or chip sets.
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[0014] As used herein, processor 102 may be or include a
single integrated circuit that includes one or more execution
cores. Each execution core may include logic for executing
instructions and dedicated resources as needed for each core
to execute instructions individually. Additional or multiple
processors may be used.

[0015] System memory 104 may be or include, for
example, any type of memory, such as static or dynamic
random access memory. System memory 104 may be used
to store instructions to be executed by and data to be
operated on by processor 102, or any such information in
any form, such as for example operating system software,
application software, or user data.

[0016] System memory 104 or a portion of system
memory 104 (also referred to herein as physical memory)
may be divided into a plurality of frames or other sections,
wherein each frame may include a predetermined number of
memory locations, e.g. a fixed size block of addresses. The
setup or allocation of system memory 104 into these frames
may be accomplished by for example an operating system or
other unit or software capable of memory management. The
memory locations of each frame may have physical
addresses that correspond to linear addresses that may be
generated by for example processor 102. In order to access
the correct physical address, the linear address may be
translated to a corresponding physical address. This trans-
lation process may be referred to herein as paging or a
paging system. In some embodiments of the present inven-
tion, the number of linear addresses may be different, e.g.
larger than those available in physical memory. The address
conversion information of a linear address may be stored in
a page table entry. In addition, a page table entry may also
include information concerning whether the memory page
has been written to, when the page was last accessed, what
kind of processes (e.g., user mode, supervisor mode) may
read and write the memory page, and whether the memory
page should be cached. Other information may also be
included.

[0017] In one embodiment, pages in memory are of three
sizes such as for example 4 Kbytes, 64 Kbytes and 4 Mbytes,
and different parts of memory may be assigned to each of
these page sizes. Other numbers of pages sizes and alloca-
tions of memory are possible. Enabling a 64 Kbyte page size
may provide additional granularity for an operating system
and/or memory management software in utilizing a limited
amount of physical memory.

[0018] Nonvolatile memory 106 may be or include, for
example, any type of nonvolatile or persistent memory, such
as a disk drive, semiconductor-based programmable read
only memory or flash memory. Nonvolatile memory 106
may be used to store any instructions or information that is
to be retained while computing system 100 is not powered
on. In alternative embodiments, any memory beyond system
memory (e.g. not necessarily non-volatile) may be used for
storage of data and instructions.

[0019] Reference is now made to FIG. 2, a schematic
illustration of a computing system 100 according to an
embodiment of the invention. As part of a translation cach-
ing scheme, processor 102 may include a translation looka-
side buffer (TLB) for each page size in system memory 104.
Incorporating TLBs into processor 102 may enhance access
speed, although in some alternative embodiments these
TLBs may be external to processor 102. TLBs may be used
in address translation for accessing a paging structure 108
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stored in system memory 104 such as for example a page
table. Alternatively, paging structure 108 may exist else-
where such as in a data cache hierarchy. The embodiment of
FIG. 2 shows three TLB’s, 4 Kbyte TLB 110, 64 Kbyte TL.B
112, and 4 Mbyte TLB 114, although other TLB’s corre-
sponding to the various page sizes present in system
memory 104 may also be used.

[0020] As used herein, a TLB may be or include a cache
or other storage structure which holds translation table
entries recently used by processor 102 that map virtual
memory pages (e.g. having linear or non-physical addresses)
to physical memory pages (e.g., frames). In the embodiment
of FIG. 2, each TLB may be set-associative and may hold
entries corresponding to the respective page size indicated.
Alternatively, a single fully associative TLB for all three
page sizes may also be implemented. Other numbers of page
sizes with corresponding different TLB entries may be used.
Further different TLBs may be used to cache different
information such as for example instruction TL.Bs and data
TLBs.

[0021] Although TLBs are used herein to denote such
caches for address translation, the invention is not limited in
this respect. Other caches and cache types may also be used.
In some embodiments, the entries in each TLB may include
the same information as a corresponding page table entry
with an additional tag, e.g. information corresponding to the
linear addressing bits needed for an address translation.
Thus, each entry in a TLB may be an individual translation
as referenced by for example the page number of a linear
address. For example for a 4 Kbyte TLB entry, the tag may
include bits 12 and higher of the linear address. The entry in
a TLB may contain the page frame, e.g. the physical address
in the page table entry used to translate the page number.
Other information such as for example “dirty bit” status may
also be included.

[0022] Processor 102 may cache a TLB entry at the time
it translates a page number to a page frame. The information
cached in the TLB entry may be determined at that time. If
software such as for example a running application modifies
the relevant paging-structure entries after this translation,
the TLB entry may not reflect the contents of the paging-
structure entries.

[0023] When a linear address requires translation such as
for example when an operating program must access
memory for an instruction fetch or data fetch, the memory
management part of operating system software executing or
circuitry operating on processor 102 or elsewhere in com-
puting system 100 may search for the translation first in all
or any of the TLBs. If the translation is stored in a TLB, a
TLB hit may be generated, and the appropriate TLB may
provide the translation. In the event that processor 102 can’t
find an entry in any of TLBs, a TLB miss may be generated.
In this instance, a page table walker may be invoked to
access the page tables and provide the translation. As used
herein, a page table walker is any technique or unit for
providing a translation when another address translation unit
(such as a TLLB) cannot provide the translation such as for
example by accessing the paging structure hierarchy in
memory. Techniques for implementing such a page table
walker that can accommodate the page sizes as described
herein for embodiments of the invention are known in the
art.

[0024] In one embodiment, the number of effective page
sizes available in a system may be increased while main-
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taining compatibility with an existing architecture such as
for example the Intel TA-32 architecture manufactured by
Intel Corporation, by allowing multiple pages having a
certain page size to be combined into a larger page. Provid-
ing a third or additional page size such as 64 Kbytes, in
between a small page size such as 4 Kbytes and a larger one
such as 2 or 4 Mbytes may reduce the TLB miss rate
encountered for the smaller page size allocation, e.g. 4
Kbytes, while providing a higher granularity than that of the
larger 4 Mbyte page size allocations. While one embodiment
discussed includes increasing the range of page sizes from
two to three, other numbers of effective page sizes may be
achieved.

[0025] Reference is now made to FIG. 3, a schematic
illustration of an address translation scheme or mapping 300
for accessing 4 or 64 Kbyte pages in a physical memory with
a 64 bit linear address such as linear address 301 according
to an embodiment of the invention. The address translation
scheme of FIG. 3 for a linear address 301 may have a
configuration in which four kinds of tables or paging struc-
tures—page map level (PML) 4 table 330, page directory
pointer (PDP) table 340, page directory 350, and page table
360—are connected by pointers or links. The hierarchy of
these tables may be structured with PML 4 table 330 at the
highest level, followed by PDP table 340, page directory
350, and page table 360 at the lowest level. For the embodi-
ments of FIG. 3, at least some portion of memory 104 may
be divided into 4 or 64 Kbyte pages, although other fixed
page sizes may be used and other numbers of page sizes may
be used. Further, in the embodiment of FIG. 3, all paging
structures may include 512 entries having a length of 8
bytes, e.g. each entry is 64 bits. Such 64 bit entries may be
used by for example a computing system implementing an
Intel 1A-32¢e processor architecture.

[0026] Inone embodiment linear address 301 may include
five sets of bits: PML 4 table bits 310, PDP table bits 312,
page directory bits 314, page table bits 316, and offset bits
318. Each of these sets of bits may provide an offset used in
translating linear address 301 to a corresponding physical
address. Other bit mapping hierarchies may also be used,
and other sets of bits may be used.

[0027] A control register 320 or another memory space
may store or contain the physical address of PML 4 table
320. An entry in PML 4 table 330 such as PML 4 entry 332
may be selected or determined by for example bits 47:39,
e.g. PML 4 table bits 310 of linear address 301. PML 4 entry
332 may be used for all linear addresses in the 512-Gbyte
region of linear addresses with the same value in bits 47:39.
Here and elsewhere herein, other specific locations may be
used.

[0028] The bits of PML 4 entry 332 may be used as an
offset from the base address of PML 4 table 330 to access
PDP table 340. Specifically, PML 4 entry 332 may contain
the physical address of PDP table 340. A PDP table entry 342
may be selected or determined by for example bits 38:30 of
linear address 301, e.g. PDP table bits 312. PDP table entry
342 may be used for all linear addresses in the 1-Gbyte
region of linear addresses with the same value in bits 47:30.
[0029] The bits or information of PDP table entry 342 may
be used to access page directory 350. For example, PDP
table entry 342 may contain the physical address of page
directory 350. A page directory entry (PDE) 352 may be
selected or determined by for example bits 29:21 of linear
address 301, e.g. page directory bits 314. PDE 352 may be

Jul. 30, 2020

used for all linear addresses in the 2-Mbyte region of linear
addresses with the same value in bits 47:21.

[0030] The bits of PDE 352 may be used to access page
table 360. For example, PDE 352 may contain the physical
address of page table 360. A page table entry 362 may be
selected or determined by for example bits 20:12 of linear
address 301, e.g. page table bits 316. Page table entry 362
may be used for all linear addresses in the 4-Kbyte region of
linear addresses with the same value in bits 47:12.

[0031] The bits of page table entry 362 may be used to
access a page 370. For example, page table entry 362 may
contain the physical address of page 370. A physical address
372 may be selected or determined by bits for example 11:0
of linear address 301, e.g. page table bits 318.

[0032] In addition to bits used for physical addressing,
each entry in a paging structure may contain bits that control
the translation process and how linear addresses may be
used. For example, a bit 5 may be set to 1 in all paging-
structure entries to indicate that a linear address is being
used to access memory. A bit 6 may be set to 1 in a page table
entry 362 when a linear address is dirty, e.g. has been used
to write to the corresponding location in physical memory.
In some embodiments, if the dirty bit of any page table entry
of one of the 16 aligned 4 Kbyte pages is set, the operating
system, execution management, or memory management
software may assume that all 16 pages have been changed,
e.g. are dirty.

[0033] To distinguish the newly created second page size
from the page size from which it was constructed (such as
for example a 64 Kbyte page from a 4 Kbyte page) in for
example a page table entry 362, a flag or bit for a page size
(e.g., 64 Kbyte) such as bit or flag 449 may also be included
in page table entry format 440. Setting this flag such as for
example by setting the bit equal to one may indicate the
presence of a 64 Kbyte page in memory beginning at the
page base address indicated by address field 441. Setting bit
51 may also indicate that a page table entry should be cached
using a 64 Kbyte TLB such as for example TLB 112. If the
bit is not set, the page table entry may be cached using a
different size, such as a 4 Kbyte TLB such as TLB 110.

[0034] In some embodiments, a page table walk in a
computing system using the new page size may proceed in
the same manner as a page table walk for the smaller page
size in a computing system not employing some embodi-
ments of the present invention with the additional operation
of determining page size of the page table entry, the new, e.g.
larger page size or the smaller page size. For example, when
bit 51 is set and a TLB miss occurs, a four level page table
walk may be performed as known in the art and imple-
mented for example in an Intel 64 (IA-32e) architecture.
This four level page table walk may proceed or include the
same steps as may be performed for all four levels of the
paging hierarchy for a 4 Kbyte TLB miss in a computing
system without a 64 Kbyte page size. However, in some
embodiments, at the fourth level, an additional operation in
the page table walk to determine the state of bit 51 may be
performed. This additional operation may allow processor
102 to determine if the page being accessed is for example
either a 4 Kbyte or a 64 Kbyte page size. For example, if bit
51 is set, the page size may be 64 Kbytes. Other or additional
operations may also be included in the page table walk.
Further, alternative page table walks or search techniques
may also be used.
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[0035] Reference is now made to FIG. 4 which shows the
format of paging structure entries according to an embodi-
ment of the invention including PMI 4 table entry format
410, PDP table entry format 420, PDE format 430, and page
table entry format 440. These entry formats may be used for
example in the corresponding entries of FIG. 3, e.g. PML4
entry 332, PDP table entry 342, PDE 352, and page table
entry 362. Other or different formats may be used.

[0036] In each entry of FIG. 4 there is an address field
(411, 421, 431, and 441) of bits 32 to 12 that may point to
ahead, e.g. base address of a lower-level table or page. Each
entry may further include a P bit or flag (412, 422, 432, and
442) that may be maintained by the operating system of
computer system 100 or other executive software. In some
embodiments, the P flag may indicate whether the page or
page table being pointed to by the entry is currently loaded
in physical memory. For example, if the flag is set, the page
may be in physical memory and address translation may be
carried out. However, if the flag is clear, e.g. not set, the page
may not be in memory. In some embodiments setting a bit
or flag may include setting the bit or flag’s value equal to
one, while clearing a bit or flag may be setting the bit or
flag’s value equal to zero, although other terminology and
values may be used (for example, since the choice of 1 and
0 in some cases is arbitrary, this may be reversed). If the
processor attempts to access the page, a page fault exception
may be generated. Upon occurrence of a page fault excep-
tion, the operating system or execution management soft-
ware may copy the page from nonvolatile (e.g., disk)
memory 106 into system (physical) memory 104, load the
page address into the page table or page directory entry, set
the P flag, and invalidate the current page table entry in the
corresponding TLB along with all other entries in one or all
of the TLBs. In some embodiments, the invalidation opera-
tion may invalidate TLB entries for other pages in addition
to the one that triggered the page fault exception. Addition-
ally, processor 102 may also invalidate a single TLB entry
in a single TLB when the operating system changes a page
table entry.

[0037] Reference is now made to FIG. 5, a flowchart of a
method for enabling the use of a larger page size from a fixed
number of aligned smaller pages according to an embodi-
ment of the invention. Embodiments of the method may be
used by, or may be implemented by, for example, computing
system 100 of FIG. 1 or other suitable computing systems
that incorporate multiple page sizes. In some embodiments,
the method of FIG. 5 may be implemented by for example
an operating system or other execution management soft-
ware stored in memory 104 and running on processor 102.
Additional or alternative software and/or hardware compo-
nents of computing system 100 may be used.

[0038] As indicated in operation 502, an operating system
or other execution management software of for example
computing system 100 may initialize a larger fixed page size
by for example aligning or identity mapping the appropriate
address bits corresponding to the page size being initialized
across a number of consecutive page table entries for a
smaller fixed page size such that the total memory so aligned
is the same as the larger page size. As used herein, identity
mapped address bits of a linear address may be identical to
the corresponding bits in a physical address. In this way, a
fixed number of smaller pages may be combined into one
larger page of a fixed size, the fixed size of the larger page
possibly being smaller than an even larger page size sup-
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ported by the system, thereby adding an intermediate fixed
page size. For example, 16 4 Kbyte page table entries may
be aligned to form a 64 Kbyte page size. To perform the
initialization, address bits 12-15 may be identity mapped
across a group of 16 4 Kbyte pages such that in the first,
second, third and sixteenth page these bits may have an entry
01 0000, 0001, 0010, and 1111 respectively. For all other bits
of the page table entry, the operating system may write an
identical entry for all sixteen 4 Kbyte page table entries
corresponding to the 64 Kbyte page. When these page table
entries are combined or aligned, the linear address of each
page table entry may translate or correspond directly to an
address in physical memory such as for example system
memory 104. In some embodiments initializing a 64 Kbyte
page size may occur when computing system 100 starts up
or upon a request for an additional memory allocation as
need for example by an executing or starting application.
Other events may also require initialization of a 64 Kbyte
page size.

[0039] In operation 504, the operating system may set a
previously reserved bit or other flag of a format such as
format 340 of FIG. 3 in each of the 16 aligned page table
entries to indicate that computing system 100 or processor
102 of computing system 100 should cache the respective
page table entry using a TLB sized for the larger page size.
For example, a 64 Kbyte TLB such as TLB 112 of FIG. 2
may be used to cache 64 Kbyte page table entries such as
page table entry 262. Setting may include, for example,
setting the value of a bit to one. Other flags or indicators than
a single bit may be used. Bits other than reserve bits may be
used.

[0040] Once the page table entries have been aligned and
the reserved bits set, processor 102 may commence or
continue execution (Operation 506).

[0041] In operation 508, the larger page may be deallo-
cated, e.g. made available for another use such that the
smaller pages that are included in the larger page are
available for other operations in their originally configured
page size. For example, a 64 Kbyte page may be deallocated
to its originally configured 16 4 Kbyte pages. At this point,
the reserved bit in each page table entry may no longer be
set. In some embodiments, deallocation may include com-
bining dirty and/or accessed bits, e.g. page table entry bits
that may indicate the memory access or usage of the
respective pages, across the 16 pages. Combining may
include for example a logical OR operation such that if any
one of the entries for the 16 pages has a bit that is set, all 16
entries are treated as set. For example, if the dirty bit for the
third entry is set, all 16 entries are treated as dirty. The result
of combining may be that if any of the pages are dirty or
accessed, all 16 may written out to a nonvolatile memory.
[0042] Although the invention has been described herein
with respect to 64 Kbyte pages as 16 aligned 4 Kbyte pages,
the invention is not limited in this respect. Other page sizes
may be provided by aligning other smaller page sizes that
may exist in a processor architecture. Embodiments of the
invention may be used for creating a page size that is a
power of two times larger than a first page size used to create
a larger page size, for page sizes up to the next largest
pre-existing page size. For example, a 1024 Kbyte page size
may be provided as 16 aligned 64 Kbyte pages with a
corresponding designated bit being set in the appropriate
paging structure entries. Further, for a computing system
having a 4 Kbyte page size and a 2 Mbyte page size in a 64
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bit architecture, any page size that is a power of 2 greater
than (e.g. a power of two multiplied by) 4 Kbyte and less
than 2 Mbytes may be so created. Other multiples may also
be used.

[0043] Other operations or series of operations may be
used.
[0044] While the invention has been described with

respect to a limited number of embodiments, it will be
appreciated that many variations, modifications and other
applications of the invention may be made. Embodiments of
the present invention may include other apparatuses for
performing the operations herein.

[0045] Embodiments of the invention may include a com-
puter readable medium, such as for example a memory, a
disk drive, or a Universal Serial Bus (USB) flash memory,
including instructions which when executed by a multi-core
processor, another processor, or another controller, may
carry out methods disclosed herein. Such apparatuses may
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integrate the elements discussed, or may comprise alterna-
tive components to carry out the same operations.

[0046] It will be appreciated by persons skilled in the art
that the appended claims are intended to cover all such
modifications and changes as fall within the true spirit of the
invention.

1. An apparatus comprising:

a processor to access a memory via a paging system
having a first page size and one or more page tables, to
initialize a fixed plurality of page table entries for a
fixed plurality of pages, wherein each page has the first
page size and a linear address for each page in each
page table entry corresponds to a physical address and
the fixed plurality of pages are aligned, and to set a first
bit in each of the fixed plurality of page table entries
indicating whether or not the fixed plurality of pages is
to be treated as one combined page having a second
page size larger than the first page size.
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