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Step 202
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SYSTEM AND METHOD FOR DYNAMIC
APPLICATION ACCESS-BASED MAPPING

BACKGROUND

[0001] Computing devices may generate data. For
example, a computing device may host applications such as
databases, email applications, instant messaging applica-
tions, word processing applications, etc. that generate data.
Once generated, the data is saved in storage. The storage
may be persistent storage of the computing device. Com-
puting devices may include a finite quantity of persistent
storage that is subject to failure.

SUMMARY

[0002] In one aspect, a data storage system for managing
storage of data from clients in accordance with one or more
embodiments of the invention includes a data storage and a
data storage orchestrator. The data storage includes an
accelerator pool and a non-accelerator pool. The data storage
orchestrator identifies a client assignment update event
based on a change in use of the data storage by a client of
the clients, makes a determination that the client assignment
update event is a promotion event, and in response to the
determination: promotes the client to move a primary data
storage of the client from the non-accelerator pool to the
accelerator pool.

[0003] In one aspect, a method for managing storage of
data from clients in accordance with one or more embodi-
ments of the invention includes identifying, by a data
orchestrator of a data storage system, a client assignment
update event based on a change in use of a data storage of
the data storage system by a client of the clients. The data
storage includes an accelerator pool and a non-accelerator
pool. The method further includes making a determination
that the client assignment update event is a promotion event;
and in response to the determination: promoting the client to
move a primary data storage of the client from the non-
accelerator pool to the accelerator pool.

[0004] In one aspect, a non-transitory computer readable
medium in accordance with one or more embodiments of the
invention includes computer readable program code, which
when executed by a computer processor enables the com-
puter processor to perform a method for managing storage of
data from clients. The method includes identifying, by a data
orchestrator of a data storage system, a client assignment
update event based on a change in use of a data storage of
the data storage system by a client of the clients. The data
storage includes an accelerator pool and a non-accelerator
pool. The method further includes making a determination
that the client assignment update event is a promotion event;
and in response to the determination: promoting the client to
move a primary data storage of the client from the non-
accelerator pool to the accelerator pool.

BRIEF DESCRIPTION OF DRAWINGS

[0005] Certain embodiments of the invention will be
described with reference to the accompanying drawings.
However, the accompanying drawings illustrate only certain
aspects or implementations of the invention by way of
example and are not meant to limit the scope of the claims.
[0006] FIG. 1.1 shows a diagram of a system in accor-
dance with one or more embodiments of the invention.

Jul. 30, 2020

[0007] FIG. 1.2 shows a diagram of an example client in
accordance with one or more embodiments of the invention.
[0008] FIG. 1.3 shows a diagram of an example data
storage orchestrator in accordance with one or more embodi-
ments of the invention.

[0009] FIG. 1.4 shows a diagram of an example data
storage in accordance with one or more embodiments of the
invention.

[0010] FIG. 1.5 shows a relationship diagram of data
storage relationships in accordance with one or more
embodiments of the invention.

[0011] FIG. 2.1 shows a diagram of a flowchart of a
method for storing data in accordance with one or more
embodiments of the invention.

[0012] FIG. 2.2 shows a diagram of a flowchart of a
method for promoting a client for data storage purposes in
accordance with one or more embodiments of the invention.
[0013] FIG. 2.3 shows a diagram of a flowchart of a
method for demoting a client for data storage purposes in
accordance with one or more embodiments of the invention.
[0014] FIG. 3.1 shows a diagram of an example of a data
storage at a first point in time.

[0015] FIG. 3.2 shows a diagram of the example of the
data storage of FIG. 3.1 at a second point in time.

[0016] FIG. 3.3 shows a diagram of the example of the
data storage of FIG. 3.1 at a third point in time.

[0017] FIG. 3.4 shows a diagram of the example of the
data storage of FIG. 3.1 at a fourth point in time.

[0018] FIG. 3.5 shows a diagram of the example of the
data storage of FIG. 3.1 at a fifth point in time.

[0019] FIG. 4.1 shows a diagram of a second example of
a data storage at a first point in time.

[0020] FIG. 4.2 shows a diagram of the second example of
the data storage of FIG. 4.1 at a second point in time.
[0021] FIG. 4.3 shows a diagram of the second example of
the data storage of FIG. 4.1 at a third point in time.

[0022] FIG. 4.4 shows a diagram of the second example of
the data storage of FIG. 4.1 at a fourth point in time.
[0023] FIG. 4.5 shows a diagram of the second example of
the data storage of FIG. 4.1 at a fifth point in time.

[0024] FIG. 5 shows a diagram of a computing device in
accordance with one or more embodiments of the invention.

DETAILED DESCRIPTION

[0025] Specific embodiments will now be described with
reference to the accompanying figures. In the following
description, numerous details are set forth as examples of the
invention. It will be understood by those skilled in the art
that one or more embodiments of the present invention may
be practiced without these specific details and that numerous
variations or modifications may be possible without depart-
ing from the scope of the invention. Certain details known
to those of ordinary skill in the art are omitted to avoid
obscuring the description.

[0026] In the following description of the figures, any
component described with regard to a figure, in various
embodiments of the invention, may be equivalent to one or
more like-named components described with regard to any
other figure. For brevity, descriptions of these components
will not be repeated with regard to each figure. Thus, each
and every embodiment of the components of each figure is
incorporated by reference and assumed to be optionally
present within every other figure having one or more like-
named components. Additionally, in accordance with vari-
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ous embodiments of the invention, any description of the
components of a figure is to be interpreted as an optional
embodiment, which may be implemented in addition to, in
conjunction with, or in place of the embodiments described
with regard to a corresponding like-named component in
any other figure.

[0027] In general, embodiments of the invention relate to
systems, devices, and methods for managing client data. A
system in accordance with embodiments of the invention
may include a data storage system for storing client data.
The data storage system may be a heterogeneous system that
includes high performance and low performance resources.
The data storage service provided to clients of the data
storage system may vary depending on the type of resource,
i.e., high or low performance, assigned to provide data
storage service to each client.

[0028] In one or more embodiments of the invention, the
data storage system assigns data storage resources to provide
data storage services to the clients based on the data storage
use rates of the clients. The assignments may be based on
other information, alternatively or in addition to the data
storage rates, regarding the client’s use of the data storage
services. By doing so, the data storage system may effi-
ciently marshal its limited computing resources to meet the
needs of each client.

[0029] In one or more embodiments of the invention, the
data storage system may provide a method for seamlessly
transitioning clients between different storage resources for
data storage purposes. By doing so, clients may continue to
receive data storage services even while the data storage
system transitions the clients between different types of
storage resources.

[0030] FIG. 1.1 shows a diagram of a system in accor-
dance with one or more embodiments of the invention. The
system may facilitate storage of client data from clients
(100) in a data storage system (110). Storing the client data
in the data storage system (110) may provide data redun-
dancy and/or allow the clients (100) to offload data from
local storage of the clients (100).

[0031] The data storage system (110) may provide data
storage services to any number of clients (102.2, 102.4). To
provide data storage services to the clients (100), the data
storage system (110) may include a data storage orchestrator
(112) and a data storage (114). The data storage orchestrator
(112) may assign different components of the data storage
(114) to provide different types of data storage services to
the clients (100).

[0032] Any of the components of FIG. 1.1 may be oper-
ably connected by any combination of wired and/or wireless
networks. For example, the data storage system (110) may
be operably connected to the clients (100) and/or other
entities (not shown) by a network (not shown). The other
entities may be, for example, other computing devices.
While for the sake of brevity the system of FIG. 1.1 has been
illustrated as including a limited number of components,
embodiments of the invention may include additional com-
ponents than those shown in FIG. 1.1 without departing
from the invention. Each component of the system of FIG.
1.1 is described below.

[0033] The clients (100) may utilize the data storage
services of the data storage system (110). The clients (100)
may send client data to the data storage system (110) for
storage and retrieve data from the data storage system (110).
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[0034] While utilizing the data storage services, the clients
(100) may report characteristics of the client’s use of the
data storage services provided by the data storage system
(110). For example, each of the clients (102.2, 102.4) may
host an entity that provides information regarding the
respective client’s user of data storage services. The entity
may be, for example, an agent or physical device. As will be
discussed in greater detail below, the data storage orches-
trator (112) may utilize such information when assigning
components of the data storage (114) to provide data storage
services to each of the clients (100).

[0035] In one or more embodiments of the invention, each
of the clients (102.2, 102.4) is a physical device. The
physical device may be a computing device. The computing
device may be, for example, a mobile phone, tablet com-
puter, laptop computer, desktop computer, server, or cloud
resource. The computing device may include one or more
processors, memory (e.g., random access memory), and
persistent storage (e.g., disk drives, solid state drives, etc.).
An example computing device is shown in FIG. 5. The
persistent storage may store computer instructions, e.g.,
computer code, that when executed by the processor(s) of
the computing device cause the computing device to per-
form the functions of the clients (102.2, 102.4) described in
this application and/or all, or a portion, of the methods
illustrated in FIGS. 2.1-2.3. The clients (102.2, 102.4) may
be other types of computing devices without departing from
the invention.

[0036] While the clients (102.2, 102.4) have been
described as being physical devices, the clients (102.2,
102.4) may be implemented as logical devices, e.g., virtual
devices, which utilize computing resources of other physical
computing devices without departing from the invention.
For example, the clients (102.2, 102.4) may be implemented
as logical devices that utilize computing resources of com-
puting devices or other entities operably connected to the
node. For additional details regarding clients, refer to FIG.
1.2.

[0037] The data storage orchestrator (112) may provide
assignment services. Providing assignment services may
cause portions of the data storage (114) to provide data
storage services to different clients (e.g., 102.2, 102.4).
Providing assignment services may include: (i) monitoring
client use of data storage services and (ii) assigning com-
ponents of the data storage (114) to providing storage
services to the client based on the monitored client’s use of
the data storage services.

[0038] In one or more embodiments of the invention, the
data storage orchestrator (112) is a physical device. The
physical device may be a computing device. The computing
device may be, for example, a mobile phone, tablet com-
puter, laptop computer, desktop computer, server, or cloud
resource. The computing device may include one or more
processors, memory (e.g., random access memory), and
persistent storage (e.g., disk drives, solid state drives, etc.).
An example computing device is shown in FIG. 5. The
persistent storage may store computer instructions, e.g.,
computer code, that when executed by the processor(s) of
the computing device cause the computing device to per-
form the functions of the deployment orchestrator (110)
described in this application and/or all, or a portion, of the
methods illustrated in FIGS. 2.1-2.3. The data storage
orchestrator (112) may be other types of computing devices
without departing from the invention.
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[0039] While the data storage orchestrator (112) has been
described as being a physical device, the data storage
orchestrator (112) may be implemented as a logical device,
e.g., virtual device, which utilize computing resources of
other physical computing devices without departing from
the invention. For example, the data storage orchestrator
(112) may be implemented as logical device that utilizes
computing resources of computing devices or other entities
operably connected to the data storage orchestrator (112).
For additional details regarding the data storage orchestrator
(112), refer to FIG. 1.3.

[0040] The data storage (114) may provide data storage
services to the clients (100). The data storage services may
include storing data from the clients and providing stored
data to the clients. By doing so, the clients (100) may more
efficiently utilize their local storage resources and/or backup
client data so that failure of a client’s storage does not cause
data loss.

[0041] In one or more embodiments of the invention, the
data storage (114) redundantly stores multiple copies of data
from the clients. For example, the data storage (114) may
store 1, 2, 3, 4, 5, etc. copies of the data. Each of the stored
copies may be stored in similar and/or different fault
domains. A fault domain may be a portion of the data storage
(114) that is not impacted by the failure of other fault domain
for providing data storage services. Thus, if one fault domain
of the data storage (114) storing a copy of client data fails,
the data storage (114) may provide a second copy of the data
stored in a second fault domain of the data storage to service
a request from a client for the data.

[0042] In one or more embodiments of the invention, the
data storage (114) includes heterogeneous storage resources
that have different storage performance characteristics. For
example, the data storage (114) may include some high-
performance storage resources and some low performance
storage resources. Thus, the storage performance for pro-
viding data storage services to the clients (100) may vary
depending on which components of the data storage (114)
are assigned to provide data storage services to the clients
(100).

[0043] In one or more embodiments of the invention, the
data storage (114) is a physical device. The physical device
may be a computing device. The computing device may be,
for example, a mobile phone, tablet computer, laptop com-
puter, desktop computer, server, or cloud resource. The
computing device may include one or more processors,
memory (e.g., random access memory), and persistent stor-
age (e.g., disk drives, solid state drives, etc.). An example
computing device is shown in FIG. 5. The persistent storage
may store computer instructions, e.g., computer code, that
when executed by the processor(s) of the computing device
cause the computing device to perform the functions of the
data storage (114) described in this application and/or all, or
a portion, of the methods illustrated in FIGS. 2.1-2.3. The
data storage (114) may be other types of computing devices
without departing from the invention.

[0044] While the data storage (114) has been described as
being a physical device, the data storage (114) may be
implemented as a logical device, e.g., virtual device, which
utilize computing resources of other physical computing
devices without departing from the invention. For example,
the data storage (114) may be implemented as logical device
that utilizes computing resources of computing devices or
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other entities operably connected to the data storage (114).
For additional details regarding the data storage (114), refer
to FIG. 1.4.

[0045] While the system of FIG. 1.1 has been illustrated as
including a limited number of components, a system in
accordance with one or more embodiments of the invention
may include additional, fewer, and/or different components
without departing from the invention. Additionally, while
FIG. 1.1 as illustrated as only showing connections between
some components of the system, a system in accordance
with one or more embodiments of the invention may include
any number of connections between any of the components
illustrated in FIG. 1.1 and/or other components not illus-
trated in FIG. 1.1 without departing from the invention.
[0046] As noted above, the clients (100) may utilize the
data storage services provided by the data storage system
(100). To further clarify the clients (100), a diagram of an
example client (100) in accordance with one or more
embodiments of the invention is shown in FIG. 1.2.
[0047] The example client (100) may include applications
(132.2), a data storage system utilization monitor (132.4),
and persistent storage (134). Each component of the
example client (100) is discussed below.

[0048] The applications (132.2) may be any type of pro-
gram executing using computing resources of the example
client (130). For example, the applications (132.2) may be
electronic mail applications, word processing applications,
database applications, electronic messaging applications,
and/or any other type of computer implemented service.
When executing, the applications (132.2) may generate
application data (134.2) that is relevant to a user of the
example client (130). The example client (130) may send a
copy of, all or, and/or a portion of the application data
(134.2) to a data storage system for storage when utilizing
data storage services offered by the client. To facilitate such
storage, the example client (130) may host an interface
application (not shown) to efficiently store in and retrieve
data from the data storage system.

[0049] The data storage system utilization monitor (132.4)
may provide data storage system use monitoring services. To
provide data storage system use monitoring services, the
data storage system utilization monitor (132.4) may moni-
tor: (i) the storage of application data (134.2) and/or other
data to the data storage system and (i) retrieval of data from
the data storage system by the example client (130). The data
storage system utilization monitor (132.4) may generate
statistics based on monitoring and store the generated sta-
tistics as data storage system utilization metrics (134.4). The
data storage system utilization monitor (132.4) may store the
results of the monitoring as part of the data storage system
utilization metrics (134.4).

[0050] In one or more embodiments of the invention, the
data storage system utilization metrics (134.4) includes a
data storage rate, a data retrieval rate, and latency informa-
tion between the example client and the data storage system.
The data storage system utilization metrics (134.4) may
include such information over time and at any level of
granularity, e.g., a data storage rate calculated and stored
every 30 seconds, every 30 minutes, every hour, every 12
hours, every day, etc.

[0051] In one or more embodiments of the invention, the
data storage system utilization monitor (134.2) provides the
data storage system utilization metrics (134.4) to the data
storage system. For example, the data storage system utili-
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zation monitor (134.2) may provide the data storage system
utilization metrics (134.4) to a data storage orchestrator of
the data storage system. The data storage system utilization
monitor (134.2) may provide the data storage system utili-
zation metrics (134.4) based on a schedule and/or in
response to requests from the data storage system. The
schedule may be, for example, every hour, every 15 minutes,
daily, etc. The schedule may be other types of periodic or
non-periodic scheduling without departing from the inven-
tion.

[0052] In one or more embodiments of the invention, the
data storage system utilization monitor (134.2) is a physical
device. The physical device may include circuitry. The
physical device may include a field programmable gate
array, application specific integrated circuit, digital signal
processor, microcontroller, and/or an embedded processor.
The physical device may include persistent storage that
stores computing instructions which when executed by the
physical device cause the physical device to perform the
functions of the data storage system utilization monitor
(134.2) described throughout this application and/or all or a
portion of the methods illustrated in FIGS. 2.1-2.3.

[0053] In one or more embodiments of the invention, the
data storage system utilization monitor (134.2) is imple-
mented as a logical entity. For example, the data storage
system utilization monitor (134.2) may be an application
executing using hardware resources, e.g., processor cycles,
memory capacity, storage capacity, communication band-
width, etc., of the example client (100).

[0054] The persistent storage (134) may be a physical
device for storing digital data. The persistent storage (134)
may include any number of physical devices for storing
digital data. The physical devices may be, for example, hard
disk drives, solid state drives, tape drives, and any other type
of physical device for persistent storage of data.

[0055] In one or more embodiments of the invention, the
persistent storage (134) is a virtualized resource. For
example, the persistent storage (134) may be a virtual drive.
The virtual drive may use computing resources of any
number of physical computing devices without departing
from the invention.

[0056] While the example client (130) has been illustrated
as including a limited number of component, the example
client (130) may include additional, fewer, and/or different
components without departing from the invention.

[0057] As noted above, the orchestrator (112, FIG. 1.1)
may provide assignment services. To further clarify the
orchestrator (112, FIG. 1.1), a diagram of an example
orchestrator (140) in accordance with one or more embodi-
ments of the invention is shown in FIG. 1.3.

[0058] The example data storage orchestrator (140) may
include a data storage system assignment manager (142.2)
and persistent storage (144). Each component of the
example data storage orchestrator (140) is discussed below.
[0059] The data storage system assignment manager (142)
may provide assignment services. By providing assignment
services, components of a data storage system may provide
data storage services to clients. For example, the data
storage system assignment manager (142) may assign dif-
ferent components of the data storage system to provide data
storage services to different clients. As noted above, differ-
ent components of the data storage system may have dif-
ferent quantities/types of computing resources and, conse-
quently, provide different qualities of storage services.
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[0060] In one or more embodiments of the invention, the
data storage system assignment manager (142) provides
assignment services by (i) obtaining data storage system
utilization metrics (134.2, FIG. 1.2) from a client and storing
a local copy of the data storage system utilization metrics
(144.4), (ii) comparing the data storage system utilization
metrics (144.4) to thresholds associated with different com-
ponents of the data storage system, and (iii) assigning the
client to some of the different components of the data storage
system for purposes of data storage services based on the
comparison.

[0061] In one or more embodiments of the invention, the
thresholds associated with the different components of the
data storage system each specity different utilization rates of
data storage services. For example, a threshold may specify
a data storage rate of 10 Megabytes per second. If the data
storage rate by the client is less than the threshold, a first
group of low performance components of the data storage
may be assigned to provide services to the client. The first
group of low performance components may serve as a
primary data archive storage and also serve as any number
of replicas storages. A replica may be a copy of a primary
data archive. The replicas may be stored in separate fault
domains for data retrieval reliability purposes. In this sce-
nario, the data storage services provided to the client may be
low performance.

[0062] In contrast, if the data storage rate by the client is
greater than the threshold, a second group of high perfor-
mance components of the data storage and the first group of
low performance components of the data storage may be
assigned to provide data storage services to the clients. The
second group of components may serve as a primary data
archive storage and the second group of components may
serve as replicas storages. In this second scenario, the data
storage services provided to the client may be high perfor-
mance because the client may only interact with the second
group of high performance components of the data storage.
[0063] When components of the data storage are assigned
to the client, the assignment may be recorded in a client
assignment repository (144.2). After a client is initially
assigned, the assignment may be reviewed. The review may
be conducted periodically or in response to the occurrence of
a specific event. For example, an agent hosted by a client
may notify the example data storage orchestrator (140) if the
data storage system utilization metrics (134.2, FIG. 1.2) of
the client change significantly.

[0064] If the data storage system utilization metrics (144.
4) have changed so that a change in the comparison to the
threshold occurs, components of the data storage system
may be reassigned to provide data storage services to the
client based on the new threshold comparison. By doing so,
assignment of component of the data storage system may be
