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(57) ABSTRACT

System and method relating generally to an electronic
device are described. In such a method, content is accessed
by the electronic device to display the accessed content on
at least a portion of a screen. At least one original dimension
of the accessed content is determined to exceed at least one
threshold dimension corresponding thereto in order to dis-
play the accessed content with the at least one original
dimension on at least the portion of the screen. Responsive
to a determination that the at least one original dimension
exceeds the at least one threshold dimension, a subset of the
accessed content is obtained with subset dimensions thereof
each less than or equal to corresponding display region
dimensions including the at least one threshold dimension to
display the subset on at least the portion of the screen. The
subset is displayed on at least the portion of the screen.
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IMAGE HANDLING TO SELECT A SUBJECT
OF AN IMAGE TO DISPLAY AND CONCEAL
A REMAINDER OF THE IMAGE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is a continuation of U.S.
patent application Ser. No. 15/908,717, filed Feb. 28, 2018
(now U.S. Pat. No. ), the disclosure of which is
incorporated herein by reference in its entirety for all pur-
poses consistent herewith.

FIELD

[0002] The following description relates to image han-
dling. More particularly, the following description relates to
image handling to select a subject of an image to display and
conceal a remainder of the image.

BACKGROUND

[0003] Content is displayed on display screens of various
electronic devices, including mobile phone screens, tablet
screens, notebook computer screens, desktop computer
screens, projection screens via a projector, and television
screens, among other electronic devices. This content may
include one or more images, and such content may be
displayed together, such as rendered for display on a same
webpage, email message, text message, or other viewable
content.

[0004] For display devices, which may include built-in or
external standalone screens, there are various sizes. More-
over, a variety of resolution capabilities may exist among
different display devices. The different screen sizes and/or
resolutions can impair a readily discernable state of some
images, whether picture or video images. For example,
currently in dynamic web views (e.g., responsive design),
when a webpage is resized, one or more images of such
webpage are proportionally resized. In this example, if a
mobile device with a small display area on a display screen
thereof is used to display an image in such display area,
object subject matter of such an image is resized along with
peripheral subject matter of such an image to fit into such
display area.

SUMMARY

[0005] A method relates generally to an electronic device.
In such a method, content is accessed by the electronic
device to display the accessed content on at least a portion
of a screen. At least one original dimension of the accessed
content is determined to exceed at least one threshold
dimension corresponding thereto in order to display the
accessed content with the at least one original dimension on
at least the portion of the screen. Responsive to a determi-
nation that the at least one original dimension exceeds the at
least one threshold dimension, a subset of the accessed
content is obtained with subset dimensions thereof each less
than or equal to corresponding display region dimensions
including the at least one threshold dimension to display the
subset on at least the portion of the screen. The subset is
displayed on at least the portion of the screen.

[0006] A method relates generally to display of content. In
such a method, a database is queried by a programmed
computing device to obtain the content for displaying on at
least a portion of a screen of an electronic device. The
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content is cropped by the programmed computing device to
select a subject thereof to provide a subset of the content.
Attributes are defined by the programmed computing device
for the subset. The cropped content is encoded by the
programmed computing device with the attributes as meta-
data.

[0007] A system relates generally to an electronic device.
In such a system, a memory is configured to store program
code. A processor is coupled to the memory. The processor,
in response to executing the program code, is configured to
initiate operations for implementing displaying a subset of
content on at least a portion of a screen of the electronic
device. The operations include: accessing content by the
electronic device to display the accessed content on at least
a portion of a screen; determining at least one original
dimension of the accessed content exceeds at least one
threshold dimension corresponding thereto in order to dis-
play the accessed content with the at least one original
dimension on at least the portion of the screen; responsive to
the determining of the at least one original dimension
exceeding the at least one threshold dimension, obtaining a
subset of the accessed content with subset dimensions
thereof each less than or equal to corresponding display
region dimensions including the at least one threshold
dimension to display the subset on at least the portion of the
screen; and displaying the subset on at least the portion of
the screen.

[0008] Other features will be recognized from consider-
ation of the Detailed Description and Claims, which follow.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Accompanying drawings show exemplary appara-
tus(es) and/or method(s). However, the accompanying draw-
ings should not be taken to limit the scope of the claims, but
are for explanation and understanding only.

[0010] FIG. 1-1 is a pictorial diagram depicting an exem-
plary screen image of a display screen of a mobile device.
[0011] FIG. 1-2 is block diagram depicting an exemplary
portable communication device (“mobile device”).

[0012] FIG. 2-1 is a picture of an exemplary image.
[0013] FIG. 2-2 is the pictorial diagram-picture of the
exemplary user interface of FIG. 1-1 overlaid on the image
of FIG. 2-1.

[0014] FIG. 2-3 is the pictorial diagram-picture of the
exemplary user interface of FIG. 1-1 having an object
subject matter subset of the image of FIG. 2-1.

[0015] FIG. 3 is a flow diagram of depicting an exemplary
image handling flow for an electronic device.

[0016] FIG. 4 is a flow diagram depicting an exemplary
content encoding flow for display of content.

[0017] FIG. 5-1 is a pictorial diagram depicting an exem-
plary multi-function printer (“MFP”) display having a touch
screen with a user interface displayed.

[0018] FIG. 5-2 is the pictorial diagram of the MFP of
FIG. 5-1 with an object subject matter subset of the image
of FIG. 2-1 displayed on a touch screen.

[0019] FIG. 6 is a pictorial diagram depicting an exem-
plary network, which may be used to download an app for
the image handling flow of FIG. 3.

[0020] FIG. 7 is a block diagram depicting an exemplary
computer system upon which one or more aspects described
herein may be implemented.
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DETAILED DESCRIPTION

[0021] In the following description, numerous specific
details are set forth to provide a more thorough description
of the specific examples described herein. It should be
apparent, however, to one skilled in the art, that one or more
other examples and/or variations of these examples may be
practiced without all the specific details given below. In
other instances, well known features have not been
described in detail so as not to obscure the description of the
examples herein. For ease of illustration, the same number
labels are used in different diagrams to refer to the same
items; however, in alternative examples the items may be
different.

[0022] Exemplary apparatus(es) and/or method(s) are
described herein. It should be understood that the word
“exemplary” is used herein to mean “serving as an example,
instance, or illustration.” Any example or feature described
herein as “exemplary” is not necessarily to be construed as
preferred or advantageous over other examples or features.
[0023] Reference will now be made in detail to examples
which are illustrated in the accompanying drawings. In the
following detailed description, numerous specific details are
set forth in order to provide a thorough understanding of the
following described implementation examples. It should be
apparent, however, to one skilled in the art, that the imple-
mentation examples described below may be practiced with-
out all the specific details given below. Moreover, the
example implementations are not intended to be exhaustive
or to limit scope of this disclosure to the precise forms
disclosed, and modifications and variations are possible in
light of the following teachings or may be acquired from
practicing one or more of the teachings hereof. The imple-
mentation examples were chosen and described in order to
best explain principles and practical applications of the
teachings hereof to enable others skilled in the art to utilize
one or more of such teachings in various implementation
examples and with various modifications as are suited to the
particular use contemplated. In other instances, well-known
methods, procedures, components, circuits, and/or networks
have not been described in detail so as not to unnecessarily
obscure the described implementation examples.

[0024] For purposes of explanation, specific nomenclature
is set forth to provide a thorough understanding of the
various concepts disclosed herein. However, the terminol-
ogy used herein is for the purpose of describing particular
examples only and is not intended to be limiting. As used
herein, the singular forms “a”, “an” and “the” are intended
to include the plural forms as well, unless the context clearly
indicates otherwise. As used herein, the term “if” may be
construed to mean “when” or “upon” or “in response to
determining” or “in response to detecting,” depending on the
context. Similarly, the phrase “if it is determined” or “if [a
stated condition or event] is detected” may be construed to
mean “upon determining” or “in response to determining” or
“upon detecting [the stated condition or event|” or “in
response to detecting [the stated condition or event],”
depending on the context. It will also be understood that the
term “and/or” as used herein refers to and encompasses any
and all possible combinations of one or more of the asso-
ciated listed items. It will be further understood that the
terms “includes” and/or “including,” when used in this
specification, specify the presence of stated features, inte-
gers, steps, operations, elements, and/or components, but do
not preclude the presence or addition of one or more other
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features, integers, steps, operations, elements, components,
and/or groups thereof. It will also be understood that,
although the terms first, second, etc. may be used herein to
describe various elements, these elements should not be
limited by these terms, as these terms are only used to
distinguish one element from another.

[0025] Some portions of the detailed descriptions that
follow are presented in terms of algorithms and symbolic
representations of operations on data bits, including within
a register or a memory. These algorithmic descriptions and
representations are the means used by those skilled in the
data processing arts to most effectively convey the substance
of' their work to others skilled in the art. An algorithm is here,
and generally, conceived to be a self-consistent sequence of
steps leading to a desired result. The steps are those involv-
ing physical manipulations of physical quantities. Usually,
though not necessarily, these quantities take the form of
optical, electrical or magnetic signals capable of being
stored, transferred, combined, compared, and otherwise
manipulated. It has proven convenient at times, principally
for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

[0026] It should be borne in mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convenient labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the following discussion, it is appre-
ciated that throughout the description, discussions utilizing
terms such as “processing” or “computing” or “calculating”
or “determining” or “displaying” or the like, refer to the
action and processes of a computer system, or similar
electronic computing device, that manipulates and trans-
forms data represented as physical (electronic) quantities
within the computer system’s registers or memories into
other data similarly represented as physical quantities within
the computer system memories or registers or other such
information storage, transmission or display devices.
[0027] Concepts described herein may be embodied as
apparatus, method, system, or computer program product.
Accordingly, one or more of such implementation examples
may take the form of an entirely hardware implementation
example, an entirely software implementation example (in-
cluding firmware, resident software, and micro-code, among
others) or an implementation example combining software
and hardware, and for clarity any and all of these imple-
mentation examples may generally be referred to herein as
a “circuit,” “module,” “system,” or other suitable terms.
Furthermore, such implementation examples may be of the
form of a computer program product on a computer-usable
storage medium having computer-usable program code in
the medium.

[0028] Any suitable computer usable or computer read-
able medium may be utilized. The computer-usable or
computer-readable medium may be, for example but not
limited to, an electronic, magnetic, optical, electromagnetic,
infrared, or semiconductor system, apparatus, device, or
propagation medium. More specific examples (a non-ex-
haustive list) of the computer-readable medium would
include the following: an electrical connection having one or
more wires, a portable computer diskette, a hard disk, a
random access memory (“RAM”), a read-only memory
(“ROM”), an erasable programmable read-only memory
(“EPROM” or Flash memory), an optical fiber, a portable
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compact disc read-only memory (“CD-ROM”), an optical
storage device, a transmission media such as those support-
ing the Internet or an intranet, or a magnetic storage device.
The computer-usable or computer-readable medium could
even be paper or another suitable medium upon which the
program is printed, as the program can be electronically
captured, via, for instance, optical scanning of the paper or
other medium, then compiled, interpreted, or otherwise
processed in a suitable manner, if necessary, and then stored
in a computer memory. In the context of this document, a
computer-usable or computer-readable medium may be any
medium that can contain, store, communicate, propagate, or
transport the program for use by or in connection with the
instruction execution system, apparatus, or device. The
computer-usable medium may include a propagated data
signal with the computer-usable program code embodied
therewith, either in baseband or as part of a carrier wave. The
computer usable program code may be transmitted using any
appropriate medium, including but not limited to the Inter-
net, wireline, optical fiber cable, radio frequency (“RF”) or
other means. For purposes of clarity by way of example and
not limitation, the latter types of media are generally referred
to as transitory signal bearing media, and the former types
of media are generally referred to as non-transitory signal
bearing media.

[0029] Computer program code for carrying out opera-
tions in accordance with concepts described herein may be
written in an object oriented programming language such as
Java, Smalltalk, C++ or the like. However, the computer
program code for carrying out such operations may be
written in conventional procedural programming languages,
such as the “C” programming language or similar program-
ming languages. The program code may execute entirely on
the user’s computer, partly on the user’s computer, as a
stand-alone software package, partly on the user’s computer
and partly on a remote computer or entirely on the remote
computer or server. In the latter scenario, the remote com-
puter may be connected to the user’s computer through a
local area network (“LAN”) or a wide area network
(“WAN”), or the connection may be made to an external
computer (for example, through the Internet using an Inter-
net Service Provider).

[0030] Systems and methods described herein may relate
to an apparatus for performing the operations associated
therewith. This apparatus may be specially constructed for
the purposes identified, or it may include a general-purpose
computer selectively activated or reconfigured by a com-
puter program stored in the computer.

[0031] Notwithstanding, the algorithms and displays pre-
sented herein are not inherently related to any particular
computer or other apparatus. Various general-purpose sys-
tems may be used with programs in accordance with the
teachings herein, or it may prove convenient to construct a
more specialized apparatus to perform the operations. In
addition, even if the following description is with reference
to a programming language, it should be appreciated that
any of a variety of programming languages may be used to
implement the teachings as described herein.

[0032] One or more examples are described below with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (including systems) and computer pro-
gram products. It will be understood that each block of the
flowchart illustrations and/or block diagrams, and combina-
tions of blocks in the flowchart illustrations and/or block
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diagrams, may be implemented by computer program
instructions. These computer program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer program instructions may also be stored in a
computer-readable memory that can direct a computer or
other programmable data processing apparatus to function in
a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including instruction means which implement the func-
tion/act specified in the flowchart and/or block diagram
block or blocks. The computer program instructions may
also be loaded onto a computer or other programmable data
processing apparatus to cause a series of operational steps to
be performed on the computer or other programmable
apparatus to produce a computer implemented process such
that the instructions which execute on the computer or other
programmable apparatus provide steps for implementing the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks.

[0033] The flowcharts and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of apparatuses (including sys-
tems), methods and computer program products according
to various implementation examples. In this regard, each
block in the flowchart or block diagrams may represent a
module, segment, or portion of code, which comprises one
or more executable instructions for implementing the speci-
fied logical function(s). It should also be noted that, in some
alternative implementations, the functions noted in the block
may occur out of the order noted in the figures. For example,
two blocks shown in succession may, in fact, be executed
substantially concurrently, or the blocks may sometimes be
executed in the reverse order, depending upon the function-
ality involved. It will also be noted that each block of the
block diagrams and/or flowchart illustration, and combina-
tions of blocks in the block diagrams and/or flowchart
illustration, can be implemented by special purpose hard-
ware-based systems which perform the specified functions
or acts, or combinations of special purpose hardware and
computer instructions.

[0034] It should be understood that although the flow
charts provided herein show a specific order of operations,
the order of these operations may differ from what is
depicted. Also two or more operations may be performed
concurrently or with partial concurrence. Such variation will
depend on the software and hardware systems chosen and on
designer choice. It is understood that all such variations are
within the scope of the disclosure. Likewise, software and
web implementations may be accomplished with standard
programming techniques with rule based logic and other
logic to accomplish the various database searching opera-
tions, correlation operations, comparison operations and
decision operations. It should also be understood that the
word “component” as used herein is intended to encompass
implementations using one or more lines of software code,
and/or hardware implementations, and/or equipment for
receiving manual inputs.
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[0035] Before describing the examples illustratively
depicted in the several figures, a general introduction is
provided to further understanding.

[0036] As previously described, different screen sizes and/
or resolutions can impair displaying some object subject
matter in a readily discernable viewable state. Along those
lines, content may be proportionally reduced to fit a display
area, which may be a window covering a subset of a display
screen. Such content may be scaled to fit in a region of a
webpage, email message, text message, or other content
handling display, to fit in a display screen. For example,
object subject matter of an image texted to a mobile phone
may not be readily apparent without selecting and enlarging
such image. Effectively, in the past, object subject matter of
such an image is resized along with peripheral subject
matter, such as context and/or background, to fit into a
display screen area.

[0037] To avoid having to select and enlarge an image in
order to readily view object subject matter of an image,
proportional resizing may be avoided by dynamically hiding
or concealing a portion, such as including peripheral subject
matter, of an image in favor of displaying another portion,
such as including object subject matter, of such an image. By
having object subject matter displayed without resizing
thereof to fit a display area, object subject matter informa-
tion in an image may be more readily discernable as viewed
by a viewer. For example, meaning of an image may more
readily be conveyed by hiding less relevant content, such as
peripheral subject matter, in such image in favor of display-
ing more relevant content, such as object subject matter, in
an original size, or at least closer to an original size than if
an entirety of such an image is proportionally resized.
[0038] Along those lines, image content may be created or
generated with a defined subset area thereof, which may be
predefined or dynamically defined, selecting object subject
matter of such image. Such object subject matter, or object
subject matter subset, may be determined, which may be
predetermined or dynamically determined, to be more
important content in relation to peripheral subject matter
content, such as context or background, of such an image. A
remainder of such image, namely peripheral subject matter
or a peripheral subject matter subset, having peripheral
content may be dynamically hidden or concealed responsive
to available display area of a display screen allotted to
display of such an image.

[0039] If one or more maximum values, such as one or
more maximum dimensions of a display area, are exceeded
by an object subject matter subset of an image, then pro-
portional resizing, which may include previously or dynami-
cally determined rates, may be used to fit such object subject
matter subset in such a display area. However, even an
object subject matter subset scaled down from an original
size, as in an overall image, is more readily viewable than
such object subject matter in a proportional resizing of entire
image. For example, while context of an image may be
beneficial, as an image decreases in size, such context may
become less meaningful to identification of object subject
matter of such an image.

[0040] With the above general understanding borne in
mind, various configurations for image handling for display
are generally described below.

[0041] FIG. 1-1 is a pictorial diagram depicting an exem-
plary screen image 104 of a display screen 102 of a mobile
device 100. In this example, mobile device 100 is a mobile

Jul. 16, 2020

phone; however, it will be appreciated from the following
description that touch screen devices, including but not
limited to mobile phones, or other electronic devices with
touch screens may benefit from technology described herein.

[0042] Mobile device 100 includes a housing 101, a touch
screen 103, and a display screen 102. A combination of a
touch screen 103 and a display screen 102 is well-known,
and thus not described herein in unnecessary detail.

[0043] Display screen 102 may be used for displaying a
screen image 104 including a user interface (“UI”) 108. In
this example, screen image 104 is in a portrait orientation;
however, a landscape orientation may likewise be used.
Moreover, in this example, user interface 108 is for a mobile
phone; however, in another example, user interface 108 may
be a printer user interface or some other electronic device
interface on a display screen 102.

[0044] FIG. 1-2 is block diagram depicting an exemplary
portable communication device (“mobile device”) 120.
Mobile device 120 may include a wireless interface 110, an
antenna 111, an antenna 112, an audio processor 113, a
speaker 114, and a microphone (“mic”) 115, a display 121,
a display controller 122, a touch-sensitive input device 123,
a touch-sensitive input device controller 124, a micropro-
cessor or microcontroller 125, a position receiver 126, a
media recorder 127, a cell transceiver 128, and a memory or
memories (“memory”) 130.

[0045] Because one or more of the examples described
herein may be implemented in a mobile phone, a detailed
description of an example mobile phone system is provided.
However, it should be understood that other configurations
of touch screen devices may benefit from the technology
described herein. Furthermore, while a touch screen device
is described for purposes of clarity by way of example and
not limitation, it should be understood that a non-touch
screen device may be used in accordance with the technol-
ogy described herein.

[0046] Microprocessor or microcontroller 125 may be
programmed to control overall operation of mobile device
120. Microprocessor or microcontroller 125 may include a
commercially available or custom microprocessor or micro-
controller.

[0047] Memory 130 may be interconnected for commu-
nication with microprocessor or microcontroller 125 for
storing programs and data used by mobile device 120.
Memory 130 generally represents an overall hierarchy of
memory devices containing software and data used to imple-
ment functions of mobile device 120.

[0048] Memory 130 may include, for example, RAM or
other volatile solid-state memory, flash or other non-volatile
solid-state memory, a magnetic storage medium such as a
hard disk drive, a removable storage media, or other suitable
storage means. In addition to handling voice communica-
tions, mobile device 120 may be configured to transmit,
receive and process data, such as Web data communicated to
and from a Web server, text messages (also known as short
message service or SMS), electronic mail messages, multi-
media messages (also known as MMS), image files, video
files, audio files, ring tones, streaming audio, streaming
video, data feeds (e.g., podcasts), and so forth.

[0049] In this example, memory 130 stores drivers, such
as I/O device drivers, and operating system programs (“OS”)
137. Memory 130 stores application programs (“apps”) 135
and data 136. Data may include application program data.
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[0050] I/O device drivers stored in memory 130 may
include software routines accessed through microprocessor
or microcontroller 125 or by an OS 137. Apps 135 may use
one or more of such drivers to communicate with devices
such as the touch-sensitive input device 123 and keys and
other user interface objects adaptively displayed on a display
121. For example, a driver may be used for communication
from keys of a user interface displayed on display 121
associated with touch zones of touch sensitive input device
123. Moreover, drivers may be used for other actual or
virtual input/output ports of mobile device 120.

[0051] Mobile device 120, such as a mobile phone or cell
phone, includes a display 121. Display 121 may be opera-
tively coupled to and controlled by a display controller 122,
which may be a suitable microcontroller or microprocessor
programmed with a driver for operating display 121.
[0052] Touch-sensitive input device 123 may be opera-
tively coupled to and controlled by a touch-sensitive input
device controller 124, which may be a suitable microcon-
troller or microprocessor. For example, touch-sensitive input
device may be a haptic input device, a pressure-sensitive
input device, or some other touch-sensitive input device.
[0053] Along those lines, input via touch-sensitive input
device 123 may be communicated to touch-sensitive input
device controller 124. Touch-sensitive input device control-
ler 124 may optionally include local storage 129 for storing
locations or touch zones or other sensed information 117
associated with touching activity input. In another example,
sensed information 117 may be stored in memory 130.
[0054] Touch-sensitive input device controller 124 may be
programmed with a driver or application program interface
(“API”) for output or display of an image in a display
window 139 of display area portion 118, as described below
in additional detail. Window 139 may for example be for a
webpage, an email message, a text message, or another
content handling display. Window 139 may be displayed or
controlled by a web browser, a text message application, or
an email application executed on an electronic device dis-
play in such a window.

[0055] An app 138 of apps 135 may be used to obtain a
subset of an image for display in display window 139, as
described below in additional detail. In another example,
app 138 may be incorporated into OS 137. As described
below in additional detail, app 138 is an image handling app.
[0056] In an example, touch-sensitive input device 123 is
configured to facilitate touch input, namely detection of user
touch of an upper surface of display 121 and touch-sensitive
input device 123 in combination and recognition of user
input based on locations of such touching activity. Such
touching activity may be discrete touches and/or swipes, the
latter of which may be used to input multiple letters without
lifting a finger from an upper surface of display 121 asso-
ciated with a touch-sensitive input device 123. Further,
touch-sensitive input device controller 124 may be config-
ured to provide haptic feedback features associated with
such touch-sensitive input device 123. Functionality of
touch-sensitive input device controller 124 may be carried
out via dedicated hardware, firmware, software, or combi-
nations thereof.

[0057] With continued reference to FIG. 1-2, micropro-
cessor or microcontroller 125 may be programmed to inter-
face directly via touch-sensitive input device 123 or through
touch-sensitive input device controller 124. Microprocessor
or microcontroller 125 may be programmed or otherwise
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configured to interface with one or more other interface
device(s) of mobile device 120. Microprocessor or micro-
controller 125 may be interconnected for interfacing with a
transmitter/receiver (“transceiver”) 128, audio processing
circuitry, such as an audio processor 113, and a position
receiver 126, such as a global positioning system (“GPS”)
receiver. An antenna 111 may be coupled to transceiver 128
for bi-directional communication, such as cellular and/or
satellite communication.

[0058] Mobile device 120 may include a media recorder
and processor 127, such as a still camera, a video camera, an
audio recorder, or the like, to capture digital pictures, audio
and/or video. Microprocessor or microcontroller 125 may be
interconnected for interfacing with media recorder and pro-
cessor 127. Image, audio and/or video files corresponding to
the pictures, songs and/or videos may be stored in memory
130 as data 136.

[0059] Mobile device 120 may include an audio processor
113 for processing audio signals, such as for example audio
information transmitted by and received from transceiver
128. Microprocessor or microcontroller 125 may be inter-
connected for interfacing with audio processor 113. Coupled
to audio processor 113 may be one or more speakers 114 and
one or more microphones (“mic”) 115, for projecting and
receiving sound, including without limitation recording
sound, via mobile device 120. Audio data may be passed to
audio processor 113 for playback. Audio data may include,
for example, audio data from an audio file stored in memory
130 as data 136 and retrieved by microprocessor or micro-
controller 125. Audio processor 113 may include buffers,
decoders, amplifiers and the like.

[0060] Mobile device 120 may include one or more local
wireless interfaces 110, such as a WiFi interface, an infrared
transceiver, and/or an RF adapter. Wireless interface 110
may provide a Bluetooth adapter, a WLAN adapter, an
Ultra-Wideband (“UWB?”) adapter, and/or the like. Wireless
interface 110 may be interconnected to an antenna 112 for
communication. As is known, a wireless interface 110 may
be used with an accessory, such as for example a hands-free
adapter and/or a headset. For example, audio data may be
transferred from mobile device 120 to an adapter, another
mobile radio terminal, a computer, or another electronic
device. In another example, wireless interface 110 may be
for communication within a cellular network or another
Wireless Wide-Area Network (“WWAN™).

[0061] Again, in this example, mobile device 120 is a
mobile phone; however, it will be appreciated from the
following description that touch and non-touch screen
devices, including but not limited to mobile phones, printers,
or other electronic devices may benefit from technology
described herein. Though portable devices with touch
screens are described herein, it should be understood that
other electronic devices with or without touch screens and
generally not intended to be portable devices may benefit
from technology described herein.

[0062] As mobile device 120 of FIG. 1-2 may be an
example of mobile device 100 of FIG. 1-1, for purposes of
clarity by way of example and not limitation, it shall be
assumed that mobile device 100 and 120 are one and the
same, namely hereinafter “mobile device 100.” Along those
lines, mobile device 100 is further described with simulta-
neous reference to FIGS. 1-1 and 1-2.

[0063] A display 121 may be physically coupled to hous-
ing 101 operable to display a user interface 108 including a
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keypad 107. User interface 108 may include a suggestion(s)
area 105, a display area portion 118 of display screen 102,
and a user input area 106 in addition to keypad 107. In the
example illustratively depicted, keypad 107 is a letter key-
pad 107 for English. However, in another example a differ-
ent keypad may be used, such as a numbers keypad, a
symbols keypad, a non-English letter or symbol keypad, or
some other keypad. However, for purposes of clarity, it shall
be assumed that an English letter keypad 107 is displayed
unless otherwise indicated hereinbelow.

[0064] Touch-sensitive input device 123 may be aligned to
display 121. Storage 129 may be configured to store sensed
information 117 input from touch-sensitive input device 123
corresponding to keys of keypad 107 for receipt of a user
input, which may be displayed in input area 106.

[0065] Microprocessor or microcontroller 125 may be
programmed or otherwise configured to determine whether
sensed information 117 corresponds to keys of another
keypad different from English letter keypad 107. In response
to a determination that sensed information 117 corresponds
to keys of another keypad different from English letter
keypad 107, microprocessor or microcontroller 125 may be
programmed or otherwise configured to determine a corre-
sponding input for such a user input in association with
corresponding keys of such other keypad using sensed
information 117.

[0066] Microprocessor or microcontroller 125 may be
programmed or otherwise configured with an image han-
dling app 138. With the above description borne in mind,
examples of image handling app 138 are described below.
[0067] In order to more clearly understand operation of
image handling app 138, an example of an actual picture is
used. FIG. 2-1 is a picture of an exemplary image 200. In
this example, image 200 is a still picture; however, in
another example, image 200 may be a sequence of pictures,
a frame of video, a sequence of video frames, a moving
picture, or other form of image.

[0068] Image 200 in this example generally has object
subject matter of a whale and peripheral subject matter of a
body of water in which the whale is located. Image 200 is
an actual original size of an original or source image 200. Of
course, another image with same or different object and/or
peripheral subject matter may be used in other examples.
[0069] In this example, object subject matter, namely a
whale, may be cropped from image 200. Along those lines,
a subset 201 of accessed content, namely image 200, may be
determined to include all or a portion of object subject
matter of image 200. Optionally, more than one subset may
be cropped from an image 200, such as for example subsets
202 and 203 in this example. Different subsets may be used
for different sizes of display windows 139.

[0070] In this example, all of subsets 201-203 are indexed
to an upper left corner 204. Thus, a portion along a left edge
205 and an upper edge 206 is common to all of subsets
201-203. In another example, subsets 201-203 may be
concentric with respect to one another, namely indexed to a
center point, or some other point in an image 200. However,
with each of subsets 201 through 203 there is some union of
a subject matter portion, which includes a union of an object
subject matter portion of each of such subsets, namely an
object subject matter portion is in each one of such subsets.
In this example, subject matter, including object subject
matter of image 200, of a smallest subset 201 is common to
all of subsets 201-203.
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[0071] In this example, each of subsets 201-203 is rect-
angular; however, in another example another shape may be
used for such subsets, such as a square or other polygon
shape may be used. Furthermore, a non-rectilinear shape,
such as a circle, ellipse, or other non-rectilinear shape may
be used.

[0072] A subset of a plurality of subsets, such as for
example subsets 201-203, of accessed content, such as
image 200, may be selected for viewing, such as within a
display window 139. Content of each of such subsets as in
the example of subsets 201-203 may have a same aspect
ratio. This aspect ratio may be the same or different from an
aspect ratio of an entirety of image 200 in an original form.
In this example, subsets 201-203 have a different aspect ratio
than that of original or source image 200.

[0073] However, in another example, one or more of
subsets 201-203 may have a different aspect ratio form one
another. Along those lines, for a display region, whether of
a display screen 102 or a display window 139 for example,
an aspect ratio that correctly or most closely corresponds
with such a display region may be selected in addition to
fitting in such display region.

[0074] Furthermore, optionally each subset may have a
same resolution with respect to one another. This resolution
may be the same as in an original or source image 200 used
to obtain subsets 201-203. This may be used to avoid a
grainy appearance in a subset of an image. However, in
another example, a resolution as in an original or source
image 200 may be changed in a displayed subset thereof. For
example, display resolution may be doubled as displayed
with respect to image resolution of an original or source
image 200. Moreover, a rendered subset image may be
selected from multiple rendered subset images, such as
lower to higher resolutions of subset images, depending on
application.

[0075] In this example, going from subset 203 to subset
201, such plurality of subsets having progressively less
subject matter corresponding to progressively smaller sizes
of contents constituting such plurality of subsets. However,
each of subsets 203-201 has a corresponding original size as
in accessed content, such as original or source image 200,
though for such progressively smaller amounts of content.
[0076] FIG. 2-2 is the picture of FIG. 2-1 with UI 108 of
FIG. 1-1 overlaid on image 200. UI 108 may be styled to
take up at least approximately an entire display area of a
display screen 102. UI 108 for purposes of clarity and not
limitation may be at least approximately an actual size of a
UT for a mobile phone. Of course, another Ul with same or
different features and/or size may be used in other examples.
[0077] A display area of display screen 102 is too small to
display an entirety of image 200 without scaling image 200
down. This size mismatch is exacerbated in this example by
having at most a subset of such a display area, namely
display area portion 118, for displaying an image 200.
Furthermore, as text and or other messaging may be present
in display area portion 118, only a subset of such display
area portion 118 may be available for an image 200 further
exacerbating such mismatch.

[0078] In the past, image 200 may have been scaled down
in its entirety to fit in a display window 139 defined in
display area portion 118. This scaling may for example:
distort image 200, such as stretch or compact image 200, in
order to fit the entirety of image 200 exactly within display
window 139; or have one or more blank regions in order to
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fit the entirety of image 200 within display window 139
without distortion. Because of these or another shrinking of
an entirety of an image, an object subject matter of such an
image may not be readily ascertainable by direct viewing by
a viewer without aid of magnification or enlargement.

[0079] However, in this example, as depicted in FIG. 2-3,
where there is shown subset 201 of FIG. 2-1 displayed in
display window 139, object subject matter within subset 201
may be readily ascertainable by direct viewing by a viewer
without aid of magnification or enlargement. Again, actual
sizes are used for purposes of clarity and not limitation.
Along those lines, subset 201 of FIG. 2-1 is slightly larger
than display window 139 dimensions. If a smallest subset,
such as subset 201, does not fit within a display window 139
due to one or more dimensions being larger than one or more
corresponding dimensions of a display window, then subset
201 may be scaled down to fit within such display window,
as is known.

[0080] However, a subset 201, or even a scaled down
subset 201, has more readily viewable object subject matter
than a scaled down version of the entirety of an original or
source image 200. For example, if a message to be com-
municated by this image of a whale was to indicate it is a
humpback whale and/or a humpback whale has bumps on its
nose (which by the way are actually oversized hair follicles),
then such message may be more easily communicated by a
subset 201, even if scaled down, than a scaled down version
of the entirety of a source or original image 200.

[0081] With additional reference to FIGS. 1-1 through
FIG. 2-3, the flow diagram of FIG. 3 depicting an exemplary
image handling flow 300 for an electronic device is further
described. Again, for purposes of clarity by way of example
and not limitation, it shall be assumed that image handling
flow 300 is for a portable device, such as a mobile phone for
example, having a display 121 and a touch-sensitive input
device 123, such as previously described. However, as
previously described electronic devices other than a mobile
phone with a touch-sensitive input device 123 may be used.

[0082] At operation 301, content may be accessed by an
electronic device for displaying such accessed content on at
least a portion of a screen. Such accessed content may be an
image 200.

[0083] At operation 302, it may be determined that at least
one original dimension of such accessed content exceeds at
least one threshold dimension corresponding thereto for
displaying of such accessed content with such at least one
original dimension on at least such portion of a screen. Such
a portion of a screen may be a display region, such as an
entirety of a display screen 102 or a display window 139.
Dimensions for such display may be compared for a same
orientation as between a display screen 102 or a display
window and an original image or a subset image, as
described below in additional detail.

[0084] For example, a height and/or a width dimension of
an original or source image 200 may be larger than a
corresponding height and/or width dimension of a display
screen 102. In another example, a height and/or a width
dimension of an original or source image 200 may be larger
than a corresponding height and/or width dimension of a
display window 139. In these examples, a height dimension
and a width dimension of a display screen 102 or a display
window 139 may be used as respective threshold dimen-
sions.
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[0085] In responsive to a determination that at least one
original dimension exceeds at least one threshold dimension
for display of an original image 200 on a display region,
such as a display screen 102 or in a display window 139, at
operation 303 a subset of such accessed content with subset
dimensions thereof each less than or equal to corresponding
region dimensions including such at least one threshold
dimension is obtained. Such obtained subset, such as for
example a subset of subsets 201 through 203 may be
obtained for display of such subset on at least the portion of
a screen, effectively dynamically hiding peripheral subject
matter. Along those lines, if only one subset, for example
subset 201, is available then such subset 201 may be
obtained.

[0086] However, if there is a plurality of subsets, such as
for example subsets 201-203, for accessed content, such as
image 200, then optionally any one of such subsets may be
selected at an optional operation 306 for obtaining a subset
of accessed content at 303. For example, such a selected
subset from a plurality of subsets may be selected to be the
subset of such subsets that fills or most completely fills a
display region, such as of a display screen 102 or display
window 139 as applicable for an application, without
exceeding any threshold dimension of such a display region.
In an example, there may be a union between display region
and subset area. Moreover, selecting a subset from any one
of a plurality of subsets may be for having the largest one of
the original sizes capable of most closely fitting within a
window having display region dimensions.

[0087] Height and width dimensions of an image are
examples of threshold dimensions. However, one or more
other thresholds may be used in addition to dimensions.
Such other thresholds or “break points™ may, for example,
include an aspect ratio. Along those lines, a subset of a
plurality of subsets with a correct or most closely corre-
sponding aspect ratio for a direct display or indirect display,
such as a casting or projection, may be selected. Another
break point may be a resolution, such as a minimum
resolution for example.

[0088] At operation 304, subset may be displayed on at
least the portion of such a screen with corresponding subset
dimensions thereof to have an original size of such subset as
in such accessed content, such as image 200. Again, even
though an example of display of an image for a webpage,
text message, or email message on a screen of a mobile
phone is used, in another example displaying may be a
casting, such as Airplay or chrome casting.

[0089] An image 200 may be formatted, embedded,
encoded or tagged (“encoded”) with one or more attributes,
such as described with reference to FIG. 4, where there is
shown a flow diagram depicting an exemplary content
encoding flow 400 for display of content. Content encoding
flow 400 is further described with additional reference to
FIGS. 1-3.

[0090] At 401, a database may be queried, such as by a
programmed computing device, to obtain content, such as an
image 200. Such content may be obtained for displaying on
at least a portion of a screen of an electronic device, such as
previously described.

[0091] An example of a database may be images on or
accessible via the Internet, such as for example a Google
images database. A web browser programmed computing
device, with one or more query terms or images, may be
used to query such a database.
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[0092] Responsive to obtaining image content in response
to a query at 401, at 402 such image content obtained may
be cropped to obtain one or more subsets thereof. For
example, if an query for an image of a humpback whale
returned an image 200, then such image 200 obtained may
be cropped to provide one or more subsets, such as for
example one or more of subsets 201-203.

[0093] Cropping at 402 may be performed by a pro-
grammed computing device. For example, a computer may
obtain an image and select a display region, such as for
either or both a display screen 102 or display window 139
associated with a mobile phone. Moreover, such cropping
may be for different subsets for different sizes of mobile
phone screens and different sizes of windows for various
applications.

[0094] Such cropping may be to select a subject of such
content, namely object subject matter of an image 200, to
provide a subset. Moreover, there may be multiple croppings
to generate multiple subsets, such as subsets 201-203, of an
image. Along those lines, facial recognition, building rec-
ognition, and other types of object recognition software may
be used to crop an image for object subject matter. Such
image croppings may be computer generated responsive to
parameters as may vary from application to application.
[0095] For the current example, convolutional filtering
may be used to identify an outline of a whale, an eye of a
whale, a tail of a whale, a mouth of a whale, bumps on a
whale, and so on. As an eye of a whale and a mouth of a
whale are generally proximate to a nose of a whale, such
features may be used to have one or more croppings capture
object subject matter of an image. Though the examples of
a whale and a face were used, other object subject matter of
an image may likewise be used.

[0096] At 403, attributes may be defined for a subset
image, namely a cropped image obtained at 402. A comput-
ing device may define attributes for a subset image. Such
attributes may include subset dimensions. Dimensions of a
subset image may include a height attribute and a width
attribute of such encoded attributes.

[0097] Such attributes may further optionally include one
or more of aspect ratio or image resolution. Such attributes
may yet further optionally include one or more features
characterizing an image, such as a humpback whale and
nose bumps.

[0098] At operation 404, such cropped content may be
encoded with one or more attributes defined at 403 and such
accessed content may be encoded to have available such
encoded cropped content. Furthermore, such original or
source accessed content may optionally be encoded with
original dimensions thereof, if not already encoded in such
accessed content.

[0099] Such encoding may be performed by a pro-
grammed computing device to encode cropped content,
namely a subset image, with one or more attributes defined
at 403 as metadata. Thus, for example, a query for an image
to determine if it already exists within Google images may
be performed to obtain features for a match and get attributes
to define metadata. Metadata may include dimensions of a
subset image, and may further include information regarding
a subject of an image and/or a subject of a subset image of
such an image.

[0100] Such encoded cropped content may be embedded
in a source or original image 200. While one or more
separate subset images may be encoded in a source or
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original image 200 in one example, in another example
cropping locations for dynamically obtaining a subset image
from a source or original image 200 may be used to reduce
memory usage. In either example, an original size of a subset
image may be the same as it appears in accessed content,
namely a source or original image. Furthermore, in either
example, a subset image may be displayed on at least a
portion of a screen forming a display region with original
subset dimensions thereof, unless such subset image is
subsequently resized as previously described.

[0101] Returning to FIG. 3, accessed content at 301 may
be an image 200 having one or more attributes indicating
dimensions of such an image. Such accessed content at 301
may be a source or original image having attributes encoded
therewith or therein indicating original dimensions of such
a source or original image. Moreover, one or more subsets
of such a source or original image, namely one or more
corresponding cropped portions of such a source or original
image, may have attributes encoded therewith or therein
with respect to such source or original image, where such
subset attributes indicate at least subset dimensions and
locations for such subset images. Along those lines, option-
ally at operation 302, an interrogation operation at 305 may
be performed. Such accessed content obtained at 301 may be
interrogated at 305 to obtain subset dimensions of at least
one subset as metadata provided with such accessed content.
[0102] After obtaining a subset image for display at 303,
such displaying thereof at 304 may optionally include a
rendering operation at 307. Such a subset image may be
rendered at operation 307 for displaying within a display
window 139 on a display screen 102. This rendering may be
for displaying such a subset image with the original size
thereof, namely as in a source or original image, or with a
reduced size to fit within such display window 139. Option-
ally, rendering operation at 307 may be for rendering a
subset image for a split screen display window 139 of
display screen 102.

[0103] While an example of a display screen on a mobile
phone has been used, a display screen on other electronic
devices may likewise be used to display object subject
matter, as previously described. Though a mobile phone
interface was described, it should be understood that other
touch screens having a keypad user interface or other user
interface may benefit from technology described herein. For
example, FIGS. 5-1 and 5-2 are pictorial diagrams depicting
an exemplary multi-function printer (“MFP”) display 500
having a touch screen 510 with user interfaces respectively
displayed. FIG. 5-1 is collectively for a home user interface
501 displayed on touch screen 510 of MFP display 500. FIG.
5-2 depicts touch screen 510 of FIG. 5-1 with subset 201. In
this example, subset 201 uses the entire or almost the entire
area of touch screen 510; however, in another example,
subset 201 may be displayed in a display window 139 on
touch screen 510. This is just one example of a user interface
for an MFP, and other examples may be found, for example
in U.S. Pat. No. 9,578,193. Accordingly, known details
regarding an MFP are not described in unnecessary detail for
purposes of clarity and not limitation.

[0104] By displaying subset 201, rather than a resized
entirety of an image 200 to fit touch screen 510, object
subject matter such an image 200 may be more readily
viewed prior to printing, copying, sending, faxing or other-
wise using such image. For example, people often like to
look at photos of themselves or others more closely before
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deciding to use such photos. By displaying subset 201 in an
original size for example, people may be more readily able
to determine whether to print, copy, send, fax or otherwise
use the entirety of such an image 200, or even just a subset
201 thereof. Thus, a subset 201 may be selectable on touch
screen 510 for printing all accessed content, such as the
entirety of image 200, or just a subset 201 of image 200. In
effect, a final display screen may be paper or other media in
which such a subset 201 is printed in order to preserve a
more important meaning in image 200. Accordingly, the
term “printing” may be for paper printed, paper copied,
printed to file, faxed, emailed, texted, and/or other paper
and/or electronic versioning of an image 200 or a subset 201
of image 200.

[0105] Image 200 may have been already processed to be
ready to be printed or edited with a bitmap graphics editor.
Conventionally, for example, an image is processed by a raw
converter in a wide-gamut internal color space where precise
adjustments can be made before conversion to a file format,
such as TIFF or JPEG for example, such as for storage,
printing, and/or further processing. This processing of a raw
image may encode same in a device-dependent color space.
[0106] FIG. 6 is a pictorial diagram depicting an exem-
plary network 600, which may be used to download an app
for image handling flow 300 as described herein. Along
those lines, network 600 may include one or more mobile
phones 601 in wireless communication with wireless access
point (“AP”) 603 and one or more mobile phones 601 in
communication with a base station 613.

[0107] A MFP 602 may be in wireless communication
with wireless AP 603. Wireless AP 603 may be connected for
communication with a router 604, which in turn may be
connected to a modem 605. Modem 605 and base station
613 may be in communication with the Internet-Cloud
infrastructure 607.

[0108] A firewall 606 may be in communication with the
Internet-Cloud infrastructure 607. Firewall 606 may be in
communication with a universal device service server 608.
Universal device service server 608 may be in communica-
tion with a content server 609, a web server 614, and/or an
app server 612. App server 612, as well as a network 600,
may be used for downloading an image processing app, such
as for image handling flow 300 of FIG. 3 as described
herein.

[0109] In addition to a mobile phone, image handling flow
300 may be implemented in a computer system. FIG. 7 is a
block diagram depicting an exemplary computer system 700
upon which one or more aspects described herein may be
implemented. Computer system 700 may include a pro-
grammed computing device 710 coupled to one or more
display devices 701, such as Cathode Ray Tube (“CRT”)
displays, plasma displays, Liquid Crystal Displays
(“LCDs”), Light Emitting Diode (“LED”) displays, light
emitting polymer displays (“LPDs”) projectors and to one or
more input devices 706, such as a keyboard and a cursor
pointing device. Other known configurations of a computer
system may be used. Computer system 700 by itself or
networked with one or more other computer systems 700
may provide an information handling system.

[0110] Programmed computing device 710 may be pro-
grammed with a suitable operating system, which may
include Mac OS, Java Virtual Machine, Real-Time OS
Linux, Solaris, 10S, Darwin, Android Linux-based OS,
Linux, OS-X, Unix, or a Windows operating system, among
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other platforms, including without limitation an embedded
operating system, such as VxWorks. Programmed comput-
ing device 710 includes a central processing unit (“CPU”)
704, one or more memories and/or storage devices
(“memory”) 705, and one or more input/output (“I/O”)
interfaces (“I/O interface™) 702. Programmed computing
device 710 may optionally include a graphics processing
unit (“GPU”) 707 coupled to CPU 704 and one or more
peripheral cards 709 coupled to 1/O interface 702. Along
those lines, programmed computing device 710 may include
graphics memory 708 coupled to optional GPU 707.
[0111] CPU 704 may be a type of microprocessor known
in the art, such as available from IBM, Intel, ARM, and
Advanced Micro Devices for example. CPU 704 may
include one or more processing cores. Support circuits (not
shown) may include busses, cache, power supplies, clock
circuits, data registers, and the like.

[0112] Memory 705 may be directly coupled to CPU 704
or coupled through I/O interface 702. At least a portion of an
operating system may be disposed in memory 705. Memory
705 may include one or more of the following: flash
memory, random access memory, read only memory, mag-
neto-resistive  read/write memory, optical read/write
memory, cache memory, magnetic read/write memory, and
the like, as well as non-transitory signal-bearing media as
described below. For example, memory 705 may include an
SSD, which is coupled to I/O interface 702, such as through
an SATA bus or other bus. Moreover, one or more SSDs may
be used, such as for RAID or other multiple drive storage for
example.

[0113] [/O interface 702 may include chip set chips,
graphics processors, and/or daughter cards, among other
known circuits. In this example, I/O interface 702 may be a
Platform Controller Hub (“PCH”). I/O interface 702 may be
coupled to a conventional keyboard, network, mouse, cam-
era, microphone, display printer, and interface circuitry
adapted to receive and transmit data, such as data files and
the like.

[0114] Programmed computing device 710 may optionally
include one or more peripheral cards 709. An example of a
daughter or peripheral card may include a network interface
card (“NIC”), a display interface card, a modem card, and a
Universal Serial Bus (“USB”) interface card, among other
known circuits. Optionally, one or more of these peripherals
may be incorporated into a motherboard hosting CPU 704
and I/O interface 702. Along those lines, GPU 707 may be
incorporated into CPU 704 and/or may be of a separate
peripheral card.

[0115] Programmed computing device 710 may be
coupled to a number of client computers, server computers,
or any combination thereof via a conventional network
infrastructure, such as a company’s Intranet and/or the
Internet, for example, allowing distributed use. Moreover, a
storage device, such as an SSD for example, may be directly
coupled to such a network as a network drive, without
having to be directly internally or externally coupled to
programmed computing device 710. However, for purposes
of clarity and not limitation, it shall be assumed that an SSD
is housed in programmed computing device 710.

[0116] Memory 705 may store all or portions of one or
more programs or data, including variables or intermediate
information during execution of instructions by CPU 704, to
implement processes in accordance with one or more
examples hereof to provide program product 720, such as for
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image handling flow 300 of FIG. 3. Program product 720
may be for implementing portions of process flows, as
described herein. Additionally, those skilled in the art will
appreciate that one or more examples hereof may be imple-
mented in hardware, software, or a combination of hardware
and software. Such implementations may include a number
of processors or processor cores independently executing
various programs, dedicated hardware and/or programmable
hardware.

[0117] Along those lines, implementations related to use
of computing device 710 for implementing techniques
described herein may be performed by computing device
710 in response to CPU 704 executing one or more
sequences of one or more instructions contained in main
memory of memory 705. Such instructions may be read into
such main memory from another machine-readable medium,
such as a storage device of memory 705. Execution of the
sequences of instructions contained in main memory may
cause CPU 704 to perform one or more process steps
described herein. In alternative implementations, hardwired
circuitry may be used in place of or in combination with
software instructions for such implementations. Thus, the
example implementations described herein should not be
considered limited to any specific combination of hardware
circuitry and software, unless expressly stated herein other-
wise.

[0118] One or more program(s) of program product 720,
as well as documents thereof, may define functions of
examples hereof and can be contained on a variety of
non-transitory tangible signal-bearing media, such as com-
puter- or machine-readable media having code, which
include, but are not limited to: (i) information permanently
stored on non-writable storage media (e.g., read-only
memory devices within a computer such as CD-ROM or
DVD-ROM disks readable by a CD-ROM drive or a DVD
drive); or (ii) alterable information stored on writable stor-
age media (e.g., floppy disks within a diskette drive or flash
drive or hard-disk drive or read/writable CD or read/writable
DVD).

[0119] Computer readable storage media encoded with
program code may be packaged with a compatible device or
provided separately from other devices. In addition program
code may be encoded and transmitted via wired optical,
and/or wireless networks conforming to a variety of proto-
cols, including the Internet, thereby allowing distribution,
e.g., via Internet download. In implementations, information
downloaded from the Internet and other networks may be
used to provide program product 720. Such transitory tan-
gible signal-bearing media, when carrying computer-read-
able instructions that direct functions hereof, represent
implementations hereof.

[0120] Along those lines the term “tangible machine-
readable medium” or “tangible computer-readable storage”
or the like refers to any tangible medium that participates in
providing data that causes a machine to operate in a specific
manner. In an example implemented using computer system
700, tangible machine-readable media are involved, for
example, in providing instructions to CPU 704 for execution
as part of programmed product 720. Thus, a programmed
computing device 710 may include programmed product
720 embodied in a tangible machine-readable medium. Such
a medium may take many forms, including those describe
above.
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[0121] The term ‘“transmission media”, which includes
coaxial cables, conductive wire and fiber optics, including
traces or wires of a bus, may be used in communication of
signals, including a carrier wave or any other transmission
medium from which a computer can read. Transmission
media can also take the form of acoustic or light waves, such
as those generated during radio-wave and infra-red data
communications.

[0122] Various forms of tangible signal-bearing machine-
readable media may be involved in carrying one or more
sequences of one or more instructions to CPU 704 for
execution. For example, instructions may initially be carried
on a magnetic disk or other storage media of a remote
computer. The remote computer can load the instructions
into its dynamic memory and send such instructions over a
transmission media using a modem. A modem local to
computer system 700 can receive such instructions on such
transmission media and use an infra-red transmitter to
convert such instructions to an infra-red signal. An infra-red
detector can receive such instructions carried in such infra-
red signal and appropriate circuitry can place such instruc-
tions on a bus of computing device 710 for writing into main
memory, from which CPU 704 can retrieve and execute such
instructions. Instructions received by main memory may
optionally be stored on a storage device either before or after
execution by CPU 704.

[0123] Computer system 700 may include a communica-
tion interface as part of /O interface 702 coupled to a bus
of computing device 710. Such a communication interface
may provide a two-way data communication coupling to a
network link connected to a local network 722. For example,
such a communication interface may be a local area network
(“LAN”) card to provide a data communication connection
to a compatible LAN. Wireless links may also be imple-
mented. In any such implementation, a communication
interface sends and receives electrical, electromagnetic or
optical signals that carry digital and/or analog data and
instructions in streams representing various types of infor-
mation.

[0124] A network link to local network 722 may provide
data communication through one or more networks to other
data devices. For example, a network link may provide a
connection through local network 722 to a host computer
724 or to data equipment operated by an Internet Service
Provider (“ISP”) 726 or other Internet service provider. ISP
726 may in turn provide data communication services
through a world-wide packet data communication network,
the “Internet” 728. Local network 722 and the Internet 728
may both use electrical, electromagnetic or optical signals
that carry analog and/or digital data streams. Data carrying
signals through various networks, which carry data to and
from computer system 700, are exemplary forms of carrier
waves for transporting information.

[0125] Wireless circuitry of I/O interface 702 may be used
to send and receive information over a wireless link or
network to one or more other devices’ conventional circuitry
such as an antenna system, an RF transceiver, one or more
amplifiers, a tuner, one or more oscillators, a digital signal
processor, a CODEC chipset, memory, and the like. In some
implementations, wireless circuitry may be capable of estab-
lishing and maintaining communications with other devices
using one or more communication protocols, including time
division multiple access (TDMA), code division multiple
access (CDMA), global system for mobile communications
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(GSM), Enhanced Data GSM Environment (EDGE), wide-
band code division multiple access (W-CDMA), Long Term
Evolution (LTE), LTE-Advanced, WiFi (such as IEEE 802.
11a, IEEE 802.11b, IEEE 802.11g and/or IEEE 802.11n),
Bluetooth, Wi-MAX, voice over Internet Protocol (VoIP),
near field communication protocol (NFC), a protocol for
email, instant messaging, and/or a short message service
(SMS), or any other suitable communication protocol. A
computing device can include wireless circuitry that can
communicate over several different types of wireless net-
works depending on the range required for the communica-
tion. For example, a short-range wireless transceiver (e.g.,
Bluetooth), a medium-range wireless transceiver (e.g.,
WiFi), and/or a long range wireless transceiver (e.g., GSM/
GPRS, UMTS, CDMA2000, EV-DO, and LTE/LTE-Ad-
vanced) can be used depending on the type of communica-
tion or the range of the communication.

[0126] Computer system 700 can send messages and
receive data, including program code, through network(s)
via a network link and communication interface of 1/0
interface 702. In the Internet example, a server 730 might
transmit a requested code for an application program
through Internet 728, ISP 726, local network 722 and I/O
interface 702. Received code may be executed by processor
704 as it is received, and/or stored in a storage device, or
other non-volatile storage, of memory 705 for later execu-
tion. In this manner, computer system 700 may obtain
application code in the form of a carrier wave.

[0127] While the foregoing describes exemplary apparatus
(es) and/or method(s), other and further examples in accor-
dance with the one or more aspects described herein may be
devised without departing from the scope hereof, which is
determined by the claims that follow and equivalents
thereof. Claims listing steps do not imply any order of the
steps. Trademarks are the property of their respective own-
ers.

What is claimed is:

1. A method for an electronic device, comprising:

accessing content by the electronic device to display the
accessed content on a screen;

determining at least one original dimension of the
accessed content exceeds at least one threshold dimen-
sion corresponding thereto in order to display the
accessed content with the at least one original dimen-
sion on the screen;

responsive to the determining of the at least one original
dimension exceeding the at least one threshold dimen-
sion, obtaining a subset of the accessed content with
subset dimensions thereof each less than or equal to
corresponding display region dimensions including the
at least one threshold dimension to display the subset
on the screen;

displaying the subset on the screen;

wherein the accessed content is an entirety of an image
stored in the electronic device having attributes indi-
cating original dimensions of the image; and

wherein the subset is a cropped portion of the image
displayed with the subset dimensions thereof being for
an original size of the subset as in the accessed content
with a remainder of the image as a peripheral subject
matter dynamically concealed responsive to available
display area of the screen allotted to display of an
object subject matter of the image.
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2. The method according to claim 1, further comprising
selecting the subset from a plurality of subsets of the
accessed content each having a same aspect ratio and a same
resolution.

3. The method according to claim 2, wherein the plurality
of subsets have progressively less subject matter corre-
sponding to progressively smaller sizes of contents consti-
tuting the plurality of subsets.

4. The method according to claim 2, wherein the plurality
of subsets have corresponding original sizes as in the
accessed content for the progressively smaller sizes of
contents.

5. The method according to claim 2, wherein the accessed
content includes metadata regarding the object subject mat-
ter of the subset to be displayed with different sets of
metadata for each of the plurality of subsets for the dynamic
concealment.

6. The method according to claim 5, wherein the object
subject matter of each of the plurality of subsets is in each
of the plurality of the subsets.

7. The method according to claim 5, wherein the subset
selected from the plurality of subsets has the largest one of
the original sizes most closely capable of fitting within a
window having the display region dimensions.

8. The method according to claim 7, further comprising
rendering the subset for the displaying within the window on
the screen.

9. The method according to claim 5, further comprising
interrogating the accessed content to obtain the subset
dimensions thereof from the metadata provided with the
accessed content.

10. The method according to claim 1, wherein the elec-
tronic device is a mobile phone having the screen.

11. The method according to claim 1, wherein:

the electronic device is a printer having the screen; and

the subset is a window cropped portion of the image

displayed on the screen with the subset dimensions
thereof being for an original size of the subset as in the
accessed content.

12. The method according to claim 11, wherein the subset
displayed on the screen is selectable for printing the cropped
portion of the image.

13. The method according to claim 11, wherein the subset
displayed on the screen is selectable for printing the entirety
of the image.

14. A system of an electronic device, comprising:

a memory configured to store program code; and

a processor coupled to the memory, wherein the proces-

sor, in response to executing the program code, is

configured to initiate operations for implementing dis-

play of a subset of content on a screen of the electronic

device, the operations including:

accessing content by the electronic device to display
the accessed content on a screen;

determining at least one original dimension of the
accessed content exceeds at least one threshold
dimension corresponding thereto in order to display
the accessed content with the at least one original
dimension on the screen;

responsive to the determining of the at least one origi-
nal dimension exceeding the at least one threshold
dimension, obtaining a subset of the accessed con-
tent with subset dimensions thereof each less than or
equal to corresponding display region dimensions
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including the at least one threshold dimension to
display the subset on the screen;

displaying the subset on the screen;

wherein the accessed content is an entirety of an image
stored in the electronic device having attributes
indicating original dimensions of the image; and

wherein the subset is a cropped portion of the image
displayed with the subset dimensions thereof being
for an original size of the subset as in the accessed
content with a remainder of the image as a peripheral
subject matter dynamically concealed responsive to
available display area of the screen allotted to dis-
play of an object subject matter of the image.

15. The system according to claim 14, wherein the opera-
tions further comprise interrogating the accessed content to
obtain the subset dimensions thereof as metadata provided
with the accessed content.

16. The system according to claim 14, wherein the opera-
tions further comprise selecting the subset from a plurality
of subsets of the accessed content each having a same aspect
ratio and a same resolution.

12
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17. The system according to claim 16, wherein the plu-
rality of subsets have progressively less subject matter
corresponding to progressively smaller sizes of contents
constituting the plurality of subsets.

18. The system according to claim 16, wherein the plu-
rality of subsets have corresponding original sizes as in the
accessed content for the progressively smaller sizes of
contents.

19. The system according to claim 16, wherein the
accessed content includes metadata regarding the object
subject matter of the subset to be displayed with different
sets of metadata for each of the plurality of subsets for the
dynamic concealment.

20. The system according to claim 16, wherein the opera-
tions further comprise:

selecting the subset from any one of the plurality of

subsets having the largest one of the original sizes most
closely capable of fitting within a window having the
region dimensions; and

rendering the subset for the displaying within the window

on the screen.



